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Executive summary

The move to online testing for NAPLAN in 2019 brought many benefits to teachers, 
schools and education systems. However, prior to implementation, concerns were 
raised amongst stakeholders relating to the validity, comparability, equity and 
fairness of online testing. One key issue was the online assessment of writing, for 
Year 3 students in particular. The main concern was whether Year 3 students would 
have sufficient typing skills to produce online texts in timed conditions that were a 
valid reflection of their underlying writing proficiency. This report on the research 
conducted in 2016 was used to inform decision making concerning the move of 
NAPLAN writing tests from paper to online tests. 

Informed by a literature review of research into online assessment of writing, 
this study used a mixed methods approach to investigate whether primary 
students in NSW schools perform differently according to the mode of writing test 
(computer‑based versus pen and paper based), and if there is a difference, whether 
it is uniform across different groups of students. In addition, the study examined 
the extent to which typing proficiency accounts for any differences observed 
in students’ performance in a computer-based writing test versus in a pen and 
paper test.​

Whilst some students performed better and some performed worse on the 
computer-based test than the paper-based test, statistical analysis indicated that:

	• after holding constant the effects of various task, student and school level 
factors on students’ writing performance, on average, students scored lower on 
computer-based writing tests than they did on paper-based tests, across all years 
examined (Years 2-5), and for both narrative and persuasive writing genres. 

	• for an average student, the estimated gap between paper-based and computer-
based test results varied from 15 to 20 NAPLAN scaled points, depending on 
the student’s scholastic year. This represents roughly 0.2 to 0.3 of one standard 
deviation in writing results. 

	• over above other factors, typing proficiency was significantly associated with the 
mode effect, such that the faster students could type, the smaller the difference 
between their computer-based and paper-based results. For an increase of 
5 words per minute in typing speed, the gap is reduced by approximately 
7.5 scaled points.

	• after taking into account all other factors including typing, the mode effect was 
found to be slightly worse for students with higher literacy ability than those 
with lower ability. The mode effect was approximately 5 scaled points larger for 
students whose literacy level was one standard deviation above the average for 
their year.  

	• the mode effect also appeared to be smaller (in size) for boys than for girls, and 
for Aboriginal than for non-Aboriginal students, although the differences did 
not reach statistical significance. Larger studies are needed to confirm any 
differential mode effect for these demographic groups.

In addition, qualitative analyses of researcher observations and teacher and 
student interview responses indicate that:

	• students responded positively to using computers but there was a disconnect 
between the mode students said they preferred and the mode that best 
supported students’ performance in writing tests.

	• students appeared to undertake less planning for the computer-based writing 
test compared to the paper-based test.
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	• there was considerable variability in technical readiness from school to school. 
A number of schools, particularly some in low SES areas, had an insufficient 
number of working computers, limited technical support available, and students 
who were not as familiar with using computers and accessing the internet. 
These issues are currently being addressed through the NSW NAPLAN online 
transition program, and are therefore expected to diminish over time.

	• most trial schools do not explicitly teach keyboarding skills.

For Year 3 students, the study found that the median typing speed was 9 words 
per minute. The literature suggests this is lower than the handwriting speed 
for this age group, hence it is likely that many Year 3 students would struggle to 
produce online texts comparable to handwritten texts in a timed condition. Most 
research recommends that typing instruction is best commenced in the upper 
primary years, and there is evidence of cognitive and educational benefits of 
teaching handwriting to students in early learning years. For these reasons it is 
recommended Year 3 students continue to participate in NAPLAN writing tests on 
pen-and-paper. 

Given the importance of typing proficiency for computer-based writing 
assessments, schools should consider their local contexts and identify an effective 
method for developing students’ typing fluency and to monitor the development 
of their typing proficiency over time, for students beyond Year 3.

Finally, further research is planned in NSW schools to investigate how the teaching 
of writing, and the writing process itself, can be enriched using new technologies 
to further develop students’ writing skills.
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Introduction

	 https://www.acara.edu.au/assessment/online-assessment-researchhttps://www.acara.edu.au/assessment/online-assessment-research

Every year since 2008, Australian students in Years 3, 5, 7 and 9 have undertaken 
pencil-and-paper tests of literacy and numeracy under the National Assessment 
Program – Literacy and Numeracy (NAPLAN). Within each assessed learning 
domain (reading, writing, spelling, grammar and punctuation, and numeracy) 
the tests are vertically and horizontally equated so that they are comparable across 
calendar years and across scholastic years. 

In 2014, education ministers agreed that the annual NAPLAN tests will transition 
from the traditional pencil-and-paper delivery format to online delivery, with state 
and territory jurisdictions opting in no later than 2019. This means that all students 
will be required to use a computer workstation, laptop or tablet to complete 
the NAPLAN tests by 2019. The transition will commence from 2018 with most 
jurisdictions adopting a phased transition strategy, meaning the assessments are 
likely to be run in dual modes in 2018.

The Australian Curriculum, Assessment and Reporting Authority (ACARA) is 
responsible for developing the NAPLAN online tests and has been undertaking 
comprehensive research and trialling to support the move to NAPLAN online1.

The benefits of online testing include tailored test design, a broader scope of 
assessable material, reduced time to provide feedback to schools and teachers, 
and potential improved test engagement particularly for low achieving students 
(Boyd & McDowall, 2001; Morphy & Graham, 2012). However, a recent review of 
relevant literature has raised a number of potential issues associated with online 
testing, particularly those that require extended responses (Eyre, 2015). These 
issues include validity (whether there is sufficient evidence to substantiate the 
link between scores from online tests and the intended interpretation and use 
of these scores), comparability (whether online tests are assessing the same skills 
as the equivalent versions of paper based tests, a critical issue when assessments 
are conducted in dual modes) and equity and fairness (for example, whether 
online tests represent a greater barrier for some groups of students than others 
to perform to their full potential due to different levels of experience with 
computer use).

As a national assessment program, NAPLAN provides data and trends on 
students’ progress in literacy and numeracy. The assessment data are heavily 
relied upon for important policy and funding decisions as well as for informing 
the implementation of specific intervention programs. It is therefore vitally 
important that there is sufficient evidence supporting the validity and reliability 
of these assessments, not just for results at the population level, but also for the 
at-risk subgroups of students (for example, for Aboriginal, low SES students and 
students in rural and remote areas). Additionally as NAPLAN tests move to dual-
mode delivery next year with some schools doing tests online and some doing 
them on the paper, it is critical that there is sufficient evidence to support claims 
of the comparability of results from online and paper tests. From a pedagogical 
perspective, it is also important to understand how the mode change impacts 
on the writing process, as well as what schools are currently doing, to help inform 
changes to teaching and school practices that would ultimately lift the writing 
skills of all students. 

https://www.acara.edu.au/assessment/online-assessment-research
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An additional key issue for NAPLAN online raised in public and at policy 
working groups concerns online assessment of writing, for Year 3 students in 
particular. The main concern is whether Year 3 students have sufficient typing 
skills to produce online texts in timed conditions that are a valid reflection of 
their underlying writing proficiency. Furthermore, there is a concern that the 
implementation of the Year 3 online test may detract from the teaching of 
handwriting to students at this early learning stage, which may have a detrimental 
effect on students’ cognitive and early literacy development.

In order to inform policy decisions regarding the transition to NAPLAN online, a 
number of states as well as ACARA have investigated the effect of the change 
in mode of delivery on the test scores from writing assessments (that is, mode 
effects), particularly for Year 3 students, in 2016. This paper reports the findings 
from the NSW research, conducted in September, 2016, by the NSW Department 
of Education in collaboration with the Catholic Education Commission, Association 
of Independent Schools and the NSW Education Standards Authority.

The paper starts with a brief literature review of mode effects, focusing on writing 
assessments in the context of school education (K-12), followed by descriptions 
of the research methods, findings and implications of the findings for teaching, 
learning and assessment. 
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Literature review

Comparability of test results from computer-based  
and paper‑based tests
Over the last two decades, a number of studies (for example, Horkay, Bennett, Allen, 
Kaplan & Yan, 2006; Morphy & Graham, 2012; Russell & Haney, 1997; Russell & Plati, 
2001; White, Kim, Chen & Liu, 2015) have examined whether there are differences 
in performance between the test delivery modes for K-12 writing assessments. 
These studies were conducted against the backdrop of an increasing use of 
computers in delivering large-scale writing assessments for school students by 
international jurisdictions. 

In general, studies have reported mixed results depending on the cohorts of 
students examined. For example, a large study by US Department of Education 
(White et al., 2015) examined whether fourth grade students can fully demonstrate 
their writing proficiency in computer tests, using data collected from 10,400 fourth 
graders in a 2012 pilot writing assessment. Whilst at a population level, the average 
scores from online and paper tests appeared to be comparable, there was a 
polarising mode impact pattern. High-performing students achieved substantively 
higher scores on computer than on paper testing (effect size = 0.56), whilst 
low‑achieving students achieved even lower scores on computer (effect size = 0.16), 
suggesting the mode change had the potential to widen the achievement gap. 
The differential mode effects for high and low performing students were found to 
relate to students’ prior exposure to computer use, prior exposure to writing on the 
computer and typing and editing skills. Computer/internet access and experience 
varied across student demographic groups. The study also reported that fourth 
graders had a low average typing speed of 12 words per minute, as compared 
to 30 words per minute for 8th graders. This could explain another finding from 
the study that on average the fourth graders wrote fewer words on computer 
than paper.

Horkay et al. (2006) examined the comparability of USA NAEP (National 
Assessment of Educational Progress) writing assessments administered on 
computer versus on paper, using data collected from large representative samples 
of eighth grade students (13-14 years old) in USA. They found that, whilst at the 
population level, and for most demographic subgroups investigated (for example, 
gender, race/ethnicity, parents’ educational levels), there were no significant 
mean score differences between paper and computer delivery, students from 
urban/large town areas performed statistically worse on computer than on paper. 
Furthermore, students with high computer familiarity (a combined measure 
of typing speed, typing accuracy, basic word processing skills) wrote better on 
computer than students with lower computer familiarity but with equivalent paper 
writing skills. Based on the study results, Horkay and colleagues (2006) cautioned 
against an interpretation which finds no difference in mean scores at the 
population level, given the potential for population means to mask the differential 
impact of mode changes on subgroups of students.

Two smaller studies (Barkaoui, 2014; Zou & Chen, 2016) focusing on students 
learning English as an additional language (EAL) also reported that the level of 
computer familiarity impacted on the quality of online written texts produced, for 
EAL students, over and above their general English language proficiency and level 
of writing skills. 
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This link between keyboarding skills and students’ online writing performance is 
also discussed and confirmed in other studies (for example, Alves, Castro & Olive, 
2008) including those from Australia (for example, Christensen, 2004; Fluck, Pullen 
& Harper, 2009), with Christensen (2004) suggesting the link between skills and 
performance may be explained by the interplay of cognitive load and children’s 
orthographic-motor processes.

Cognitive load theory and writing performance
Cognitive load theory (Sweller, 1994; Sweller, van Merrienboer & Paas, 1998) 
emphasises the limits of working memory and the importance of these limits for 
instructional design, particularly when processing novel information. Generally, the 
more pieces of information the brain is required to process in the working memory, 
the higher the cognitive load 2.

Similar to cognitive load theory, theories of writing as a cognitive process suggest 
that writers need to draw on a limited number of cognitive resources during the 
writing process to complete various higher order global functions such as planning, 
generating and organising ideas, and revising (for example, Douglas, 2000; Flower 
& Hayes, 1981). Graham, Berninger, Abbott, Abbott and Whitaker (1997) provide 
evidence for this amongst students in the lower primary grades. In their study of 
the mechanics of composing written texts, six hundred primary aged students 
were tested on the quantity and quality of handwritten work as impacted by 
handwriting fluency and spelling skills. Graham and colleagues found for both 
the younger (years 1 to 3) and older (years 4 to 6) cohorts that handwriting fluency 
directly impacted the quantity and quality of students’ written work, suggesting 
that for students with limited handwriting fluency, more cognitive resources (or 
cognitive load) may be required to produce text (for example,, letter production, 
motor skills) which could lead to less cognitive resources available to attend to 
higher-order processes such as planning, translating and revising.

Bisschop, Morales, Gil and Jiménez-Suárez (2016) suggest that automation of lower 
order writing skills can allow the working memory to process more higher order 
writing skills such as generating ideas, planning, and revision. More specifically 
Christensen (2004) suggests students should first develop ‘proficiency’ in 
orthographic-motor skills (both being able to incorporate the visual representation 
of letters and these letters as words; as well as the motor skills to generate those 
representations) to allow students to process higher order writing skills in their 
working memory. Yet, Sweller and colleagues (1998) suggest automaticity is 
generally not achieved until a person has had extensive practice and warn that 
“performance is likely to be slow and clumsy” (p. 258) without automation.

The addition of keyboarding could add to the cognitive load for any students who 
have not achieved at least a basic proficiency in using computers to compose text. 
Young students may develop some keyboard proficiency through computer use at 
home and at school however it’s unlikely that their typing has become automatic 
due to limited systematic instruction in typing (Alstad et al., 2015). Insufficient 
keyboarding skills prevent writers from fully engaging in the writing processes 
as they have to devote valuable cognitive resources to mechanical activities (for 
example, locating keys on the keypads), leaving fewer resources available for 
higher-order writing processes such as those “involved in ideation, syntactic and 

	 For details of cognitive load theory and its impact for teaching and learning, see a detailed literature 
review by CESE at https://education.nsw.gov.au/about-us/educational-data/cese/publications/https://education.nsw.gov.au/about-us/educational-data/cese/publications/
literature-reviews/cognitive-load-theoryliterature-reviews/cognitive-load-theory.

https://education.nsw.gov.au/about-us/educational-data/cese/publications/literature-reviews/cognitive-load-theory
https://education.nsw.gov.au/about-us/educational-data/cese/publications/literature-reviews/cognitive-load-theory
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semantic monitoring and pragmatic awareness” (Christensen, 2004, p. 561). Thus, 
the working memory of young students may be loaded with how to type, as 
opposed to what to type.

The increase in automaticity with age may also explain why some studies report 
higher writing performance when composing text online vs pen and paper. For 
example, a meta-analysis of 27 studies comparing computer-based vs paper-based 
writing of weaker writers found keyboarding created advantages in written quality, 
length, organisation, mechanical correctness and student motivation (Morphy 
& Graham, 2012). However, the majority of these studies focussed on secondary 
and upper primary students, and only four studies with students in Years 1 to 3 
were included.  

Other aspects of keyboarding that impact 
writing performance
Similar to handwriting fluency, keyboarding skills have been shown to directly 
impact text length (a strong predictor of text quality) in time conditioned tests, 
particularly for younger students (Horne, Ferrier, Singleton, & Read, 2011; Russell 
& Plati, 2000; White et al., 2015). Connelly, Gee & Walsh (2007), in a study of 300 
Year 5 and 6 students, found that keyboarding speed was consistently behind 
handwriting speed, and keyboarded scripts were up to 2 years behind handwritten 
scripts in development. Likewise, Berninger, Abbott, Augsburger and Garcia 
(2009) found that while Year 2, 4 and 6 students could type more letters from the 
alphabet on a keyboard than by hand, these students wrote faster and longer 
essays when written by hand, and year 4 and 6 students also write more complete 
sentences by hand. 

Greater variation in typing skills than handwriting skills (Horne et al., 2011) could 
also explain the greater variability observed in online test scores than in paper 
scores (for example, Horkay et al., 2006). Given keyboarding skills can be a barrier 
to students demonstrating their writing proficiency fully, researchers (for example, 
Connelly et al., 2007; MacArthur, 1999; Poole & Preciado, 2016) call for explicit 
keyboarding instruction to develop students’ keyboarding proficiency, before 
students are required to sit high-stakes assessments online. 

Delivery of typing instruction
As a psychomotor skill, fluent typing requires coordination. While it is generally 
accepted that children possess fine-motor control by 7 years old (Chwirka, Gurney 
& Burtner, 2002) an appropriate age range for students to commence keyboarding 
has been debated. In a literature review of past studies on handwriting versus 
keyboard skills of students, Freeman, MacKinnon, and Miller (2005) indicate that 
automation of keyboarding skills occurs later in age than the automation of 
handwriting skills; evidence of ‘slow and clumsy’ performance is observed in the 
literature which suggest young children make use of the hunt-and-peck technique 
when typing. In a study of sixty-six Year 2 students, Chwirka and colleagues (2002) 
concluded that Year 2 students were able to achieve a keyboarding proficiency 
of five words per minute only after using keyboarding software for 15 minutes per 
day over an eight month period. Freeman and colleagues (2005) conclude that for 
most students to effectively use keyboards, they should be able to type as fast as 
they can write. In addition, they suggest students should be given an opportunity 
to automate keyboarding skills by learning how to touch-type and be provided 
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with instruction and time to do so. Additionally they recommended the upper 
primary grades as an appropriate age for students to learn to type: “there is general 
agreement that students at the upper elementary level are ready to acquire 
keyboarding skill in a reasonable amount of time” (p. 140, emphasis added). 

Impact of technology and assessment mode on 
teaching practice
The impact of assessment on classroom practice is well acknowledged in the 
literature (Broad, 2006; Herrington & Moran, 2006). One area of policy significance 
that requires further investigation is the potential impact of online assessment 
of writing on the teaching of handwriting in the early years. Recent studies 
(Dinehart & Manfra, 2013; Longcamp, Zerbato-Poudou & Velay, 2005) suggest that 
handwriting is positively correlated with phonological awareness and hence with 
spelling, as well as being positively associated with letter memorisation and early 
word learning. Therefore online testing of writing for younger students (that is, 
Year 3) might detract from the teaching of handwriting in the early years. 

Another important question for educators is how teaching pedagogy should be 
adapted to harness the potential of technology to transform teaching and learning 
(Edwards-Groves, 2011; Kervin, Verenikina, Jones, & Beath, 2013; Walsh, 2010). Many 
researchers view technology in schools as a lever for overcoming inequality, 
and believe it can provide low SES students with powerful learning tools that 
can help them overcome educational disadvantage (Warschauer, 2006). Three 
meta-analyses (cited in Eyre, 2015) conducted between 1993 and 2007 examined 
how functions of word processing, (for example, the ability to move, copy, paste, 
delete and insert text online) can support teaching of writing. All found that such 
skills have the potential to lift the quality of students’ writing. The effects tend 
to be larger for middle and high school students than for elementary students 
(Goldberg, Russell & Cook, 2003) and greater for low-achieving writers in the 
context of adolescents’ writing (Graham & Perin, 2007). However, the research is 
also clear that in order to maximise the benefits of technology, students need to 
be explicitly taught how to use word processing to improve writing, and more 
importantly, students need to be taught how to use these tools at all stages of 
the writing process (MacArthur, 2009). More recent research has given increased 
attention to writing practices in contemporary digital environments, recognising 
that digital composition is becoming a central part of what teachers and students 
do in the literacy classroom (Mills & Exley, 2014; Walsh & Simpson, 2013). 

However, it’s worth noting that very little information is available as to what 
Australian schools are actually doing to help students to better use technology to 
improve the writing process. This is despite the Australian Curriculum expecting 
Year 5 students to use technology to ‘compose with increasing fluency, accuracy 
and legibility’ (ACELY 1707)3. The lack of Australian research in this area points to the 
need for future studies that examine the nature of the typing instruction delivered 
by schools, as well as the ways schools are using ICT to support and enhance 
learning of writing as part of effective teaching pedagogy. 

	 www.australiancurriculum.edu.auwww.australiancurriculum.edu.au

https://www.australiancurriculum.edu.au/
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Validity and equity issues
The validity of online writing scores is challenged by research findings that online 
writing performance is potentially affected by factors such as keyboarding skills 
which are unrelated to the underlying skills being assessed (that is, writing skills). 
Unless the definition of the construct being assessed by the online writing tests is 
changed to ‘the ability to write on computer’, existing evidence points to the mode 
change potentially introducing construct-irrelevant variance (Messick, 1989) into 
the measurement process, thus weakening the link between test scores and the 
intended score interpretations.

Moreover, findings that online writing assessments have the potential to widen 
achievement gaps (Horkay et al., 2006; White et al., 2015) have also led researchers 
to question the fairness and accessibility of online writing assessments (Eyre, 
2015). Despite the ubiquity of computers in modern society, not all demographic 
groups possess the same levels of computer access and familiarity (Jerrim, 
2016). This has the potential to further exacerbate existing differences in student 
performance across demographics. As noted by Eyre (2015), “[t]hose who have low 
levels of computer familiarity and are also struggling writers are likely to be doubly 
disadvantaged in computer-based assessments of writing” (p. 17).

Research questions
With the findings from this literature review in mind, the present study attempts to 
investigate the following questions: 

1.	 Do primary students perform differently according to the mode of writing test 
(computer-based versus pen and paper based)? If there is a difference, is it 
uniform across different student groups? 

2.	 To what extent does the mode effect vary for students with different levels of 
typing proficiency? 

3.	 What is the impact of the mode change on the writing process (for example, 
planning, editing, reviewing)? 

4.	 Are there any other factors potentially impacting on students’ computer-
based writing performance highlighted through teacher and student 
interviews? 
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Methodology

	 See explanatory notes for ICSEA at the ACARA website https://acaraweb.blob.core.windows.net/https://acaraweb.blob.core.windows.net/
resources/Fact_Sheet_-_About_ICSEA.pdfresources/Fact_Sheet_-_About_ICSEA.pdf.

Sampling of schools and students
This study used a two-stage sampling design. Firstly, sixty-nine schools in NSW 
were selected under a stratified random sampling procedure across sectors, 
locations and levels of socio-educational advantage (as approximated by the Index 
of Community Socio-Educational Advantage (ICSEA))4.

Secondly, each school nominated two classes, representative of the school 
population, to participate in the study, one with Year 2 or 3 students, the other with 
Year 4 or 5 students. Year 2 students were included in the study as, at the time of 
research (that is, Term 3, 2016), they were two terms away from undertaking the 
Year 3 NAPLAN tests.

Writing genres and tasks
To understand the mode effect for different genres of writing, the same two genres 
that are tested in NAPLAN were assessed in this study: narrative writing and 
persuasive writing. For each genre, two different writing prompts were selected 
from previous NAPLAN writing tests; the narrative writing tasks from 2008 and 
2009, and the persuasive writing tasks used in 2011 and 2012. The benefit of using 
previous NAPLAN writing tasks was that the marking criteria and rubrics already 
exist and trained NAPLAN markers could be used for greater marking consistency.

Schools were randomly assigned to one genre, so that all students participating 
in the study at each school undertook both a paper-based and a computer-
based writing task of the same genre, a few days apart. Having the same student 
attempting tasks of the same genre was designed to remove the effect of genre 
on study results. Schools were assisted via a purpose-built website to develop a test 
schedule so that the order in which paper-based and computer-based tasks were 
administered was alternated for class 1 and class 2 at each school to minimise the 
confounding effect of task sequence on the study results.

Some data attrition occurred as a result of technical issues, computer and internet 
access issues, student absenteeism on the test day, and parents opting out of the 
research. The final data set comprised a total of 1,651 students with results for both 
the paper-based and computer-based writing tests. Table 1 provides demographic 
details of the student sample.

https://acaraweb.blob.core.windows.net/resources/Fact_Sheet_-_About_ICSEA.pdf
https://acaraweb.blob.core.windows.net/resources/Fact_Sheet_-_About_ICSEA.pdf
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Table 1

Sampled student demographics by genre of writing tasks undertaken

Narrative Persuasive Total

Total students 721 930 1,651

Male 369 446 815

Female 352 484 836

Aboriginal students 44 45 89

Year 

Year 2 163 141 304

Year 3 236 325 561

Year 4 215 264 479

Year 5 107 200 307

Sector

Government 465 576 1041

Catholic 214 283 497

Independent 42 71 113

Location

Metropolitan 544 713 1257

Provincial 150 129 279

Remote 27 88 115

Test administration
Participating schools were supplied with writing task cover sheets, pre-printed 
with each student’s name and unique student identifier, and planning sheets for 
both the paper-based and computer-based tasks to assist students with planning 
their responses. For the paper-based tasks, printed instructions, writing prompts, 
and response booklets were also provided. For the computer-based tasks, ear buds 
were supplied.

The computer-based tests were administered via the Department’s online 
assessment platform, and were designed and administered consistent with the 
NAPLAN online research studies conducted by ACARA. For example, the online 
writing task screens were locked down so that spelling and grammar checking was 
disabled during the online tests.

All writing tests were administered under standard NAPLAN writing test conditions, 
with students given 40 minutes to read the stimulus, plan, write and edit their 
scripts. After both classes had completed both writing tasks, the paper-based 
writing responses and the planning sheets for both tasks were returned to the 
researchers for analysis. For marking purposes, students’ online writing responses 
were printed and attached to their cover sheets and planning pages.
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Marking
Students’ writing scripts were marked by 20 experienced NAPLAN markers 
according to standard NAPLAN marking rubrics5, and standard marking quality 
assurance procedures whereby two senior markers monitored the marking process 
and double marked 10 per cent of the scripts. Each marker examined only one 
genre (narrative or persuasive), with scripts de-identified and mixed by year level 
and school. Markers received training similar to the 2016 ACARA online trial study. 
This training assisted markers to identify any text characteristics pertinent to typed 
scripts particularly relating to spelling, layout and punctuation, and to discount 
any capitalisation or punctuation or spelling errors that could clearly be judged as 
typographical errors.

A random selection of 124 handwritten scripts were reproduced as typed scripts 
and re-marked by a different marker to investigate any marking bias due to 
text appearance.

Typing test and student survey
Following completion of both writing tasks, students completed a short online 
survey about their preference and use of computers for writing, followed by a 3 
minute online typing test, for which they were instructed to copy the text, typing as 
accurately and quickly as possible. Texts for the typing test were carefully selected 
to be age appropriate. A different text was used for Years 2 and 3 than for Years 4 
and 5.

The typing test automatically timed out after 3 minutes. For students who 
completed the typing test in less than 3 minutes, the duration of each student’s 
typing test was recorded by the online platform.

Teacher and student observations and interviews
Seventeen researchers from across the sectors each visited a school and observed 
the two classes completing the paper and computer based writing tests with 
the aim of identifying any differences in students’ planning, drafting and 
editing processes. 

The researchers also conducted follow-up interviews with participating teachers 
and one or two randomly selected students to capture information about students’ 
exposure to typing instruction, typing and computer experiences at home and 
school, and teacher and student confidence and engagement with technology.

	 See http://www.nap.edu.au/_resources/Amended_2013_Persuasive_Writing_Marking_Guide_-With_http://www.nap.edu.au/_resources/Amended_2013_Persuasive_Writing_Marking_Guide_-With_
cover.pdfcover.pdf for an example of the NAPLAN marking guides for persuasive writing.

http://www.nap.edu.au/_resources/Amended_2013_Persuasive_Writing_Marking_Guide_-With_cover.pdf
http://www.nap.edu.au/_resources/Amended_2013_Persuasive_Writing_Marking_Guide_-With_cover.pdf
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Data treatment and variables used in analysis
In order to improve the interpretability of the results, the total raw scores (sum 
of all trait scores for each response) for each writing task were transformed to 
NAPLAN scaled scores (scores on the same NAPLAN writing scale) based on 
advice specifically provided by ACARA for this research. This ensures that scores 
from the paper based and online tests for the same student are comparable as 
well as scores from the narrative tasks and those from the persuasive tasks are 
also comparable with similar population variances6. In part this helps to remove 
confounding task and genre effects.

Given previous studies have found evidence of mode change exacerbating the gap 
in writing results between high and low performing students (for example, Horkay 
et al., 2006), a research interest for this study was whether the mode change affects 
students at various ability levels differently. A proxy measure of general literacy 
ability was generated from students’ NAPLAN results in reading, writing, spelling, 
and grammar and punctuation. For students in Years 3 and 5, NAPLAN results 
from 2016 (two terms prior to the study) were used. For students in Years 2 and 4 
in 2016, NAPLAN results from the following year (2017; two terms after the study) 
were obtained once they became available. This resulted in NAPLAN results being 
available for 96% of students in the study sample. A measure of general literacy 
ability was generated by first standardising students’ results within each year 
level for each literacy domain, then averaging the results across the four literacy 
domains, and re-standardising the average literacy scores within each year level. 

Measures of typing ability included typing speed and typing accuracy. Typing 
speed was measured in words per minute (wpm) by dividing the total number of 
words typed by the duration of the typing test. Typing accuracy was measured as 
the percentage of words typed correctly.

A number of technical issues, including computer and internet access issues, 
resulted in either loss or corruption of some of the online writing scripts and typing 
test responses. To ensure the robustness of the study findings, online scripts that 
were known to have been impacted by technical issues based on teacher feedback, 
or which received a score that was 115 NAPLAN scaled score points (or roughly 2 
NAPLAN bands) lower than the scaled score points received by the same student 
from the paper-based test were excluded from the analysis. For similar reasons, 
typing test results for students who typed 5 or fewer words were also excluded 
from the analysis. The final data set included a total of 1,651 students from Years 2-5 
with both paper-based and computer-based writing test scores. Typing test results 
were available for a total of 1,323 students, with 879 students having both writing 
test scores plus typing test results available for analysis.

	 Every year, a pairwise equating process is used by the national testing authority to equate writing 
results from that year to the national writing scale. Details of that process are published in the 
technical reports at the https://www.nap.edu.au/results-and-reports/national-reportshttps://www.nap.edu.au/results-and-reports/national-reports. For this 
research, raw scores from 2011 and 2012 NAPLAN tasks were converted to the scaled scores using 
the equating information provided by ACARA released to states and territories each year. Raw 
scores from 2008 and 2009 were converted to the scaled scores using specific equating information 
provided by ACARA, as the current writing scale is only used for reporting of writing results from 
2011 onwards.

https://www.nap.edu.au/results-and-reports/national-reports
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Sampling weights
Appropriate sampling weights were applied for the estimation of the mode 
effect (that is, differences in the writing scores) for all students and subgroups of 
students. The weighting methodology was specific to the two-stage stratified 
sampling procedure and similar to that used for international tests adopting 
similar sampling designs such as TIMSS (Foy, 1995). School weights were calculated 
as the total number of schools in each stratum divided by the number of sampled 
schools. Class weights were unable to be calculated as the total number of classes 
per year level per school was not centrally available. Instead, students in Years 2 
and 3, and those in Years 4 and 5, were treated as two virtual groups of students. 
Weights were applied for each virtual group by dividing the total number of 
students in the relevant year levels within each school by the number of sampled 
students in those years. The final weight applicable to each student in the final 
dataset was the product of the relevant school and virtual group weights.

Analysis methods
The overall difference between the paper-based and computer-based writing 
scores (that is, the mode effect) was first examined by paired sample t-tests 
(sampling weights applied) to determine the mode change effect sizes for all 
students, and for each year level, demographic group and writing genre. For 
analysis by location, the small numbers of remote students were combined with 
provincial students to form a “non-metropolitan” group for analysis purposes.

To estimate the net effects of the mode change on writing performance accurately, 
more sophisticated statistical methods are needed to account for a range 
of confounding factors that may impact on the assessed performance levels 
from writing tests (for example,, Carr, 2000; Huot, 1990; Leckie & Baird, 2011; Lim, 
2009; Schoonen, 2005; Weigle, 2002). These factors can be categorised as those 
related to tasks (for example, prompts, genres, order of the tests if multiple tests 
involved), to the marking process (for example, marking rubrics used and marking 
inconsistency), to student and school related factors (for example, gender, student 
and school SES) and to the interactions amongst these factors that exist across 
different hierarchical levels. 

A measurement analysis was initially conducted using the Many Facet Rasch 
Measurement (MFRM) model (details see Linacre, 1989; Linacre & Wright, 
2002), which is an expanded form of the Rasch rating scale model7. This model 
conceptualises that writing assessment scores are simultaneously influenced by 
a number of facets from the measurement process (for example, person ability, 
the task attempted, the genre of the task and the mode in which the essay is 
produced). The model calibrates these facets in one reference framework, enabling 
the effect size of the different facets to be estimated (when others are accounted 
for) and compared (see Appendix 1 for more technical details). The relevant analysis 
was carried out using the FACETS computer program (Linacre, 2008).

	 Note that Rasch modelling is also used for test calibration and scaling of the NAPLAN tests.
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To further account for the interactions amongst the different factors as well as the 
nested structure of the data (for example, students within schools), a repeated 
measures analysis using a mixed effects model was then conducted to investigate 
the net mode effect associated with task related factors as well as those related 
to students and schools, when all explanatory variables and interactions between 
pairs of variables are considered in one statistical model (see Appendix 2 for more 
technical details). 

This model was first run with all explanatory variables with the exception of typing 
proficiency, due to the loss of cases when the typing variables are added to the 
analysis. The first analysis therefore provides more precise estimates for the mode 
effect for different student groups, when typing proficiency was not considered.

The model was then run on the reduced dataset with all explanatory variables and 
the typing proficiency variables plus their interactions, to explore the impact of 
typing on the mode effect. 

Further qualitative and descriptive analyses using information collected from 
classroom observations, teacher and student surveys and interviews were carried 
out to investigate research questions 3 and 4.
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Results and discussion

Research question 1 – Do primary students perform 
differently according to the mode of writing test 
(computer-based versus pen and paper based)? If there is 
a difference, is it uniform across different student groups? 

Descriptive and t-test statistics
The means and standard errors of the weighted scaled writing scores from the 
paper-based and computer-based writing tasks were first examined. As shown in 
Table 2, the mean scaled scores for the computer-based writing tasks were lower 
than for paper-based writing tasks for all year levels and both writing genres. 

Table 2

Writing task mean scaled scores with standard errors (SE) (sampling weights applied)

Narrative writing task Persuasive writing task

Year n

Paper-based Computer-
based

n

Paper-based Computer-
based

Mean SE Mean SE Mean SE Mean SE

Year 2 163 415.1 5.1 381.0 5.3 141 388.6 4.5 373.9 4.6

Year 3 236 442.7 4.4 424.8 4.4 325 440.6 5.6 426.0 4.9

Year 4 215 444.9 3.9 433.5 4.8 264 456.3 4.6 439.4 5.2

Year 5 107 493.0 4.2 474.0 5.4 200 496.0 4.1 479.7 5.2

Figure 1 shows the scatterplot of students’ computer-based vs paper-based results. 
Whilst the mean computer-based results were lower than the mean paper-based 
results, Figure 1 shows that there were some students who scored higher on the 
computer-based test than the paper-based test. Also as expected, there was 
a moderately strong relationship between paper-based and computer-based 
writing test scores, as shown in Figure 1. The correlation between paper-based and 
computer-based test scores was consistently around r = 0.7 within each year level.
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Figure 1

Scatterplot of computer-based versus paper-based writing scores
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Scaled scores from paper-based test

Table 3 presents the mean differences in the scaled scores for the two writing tasks by 
genre, year level, gender, and location, along with the results of a series of paired sample 
t-tests, after sampling weights have been applied. With an overall difference of -17.6 
NAPLAN scaled score points, writing scores for computer-based tasks were significantly 
lower than those from the same students’ paper-based tasks (t(1638) = -12.8, p<.001).

Table 3

Mean differences in scaled scores (computer-based score – paper-based test score) 
and paired sample t-test results (sampling weights applied)  

n
Mean 

difference
Standard 

error t Effect size

All 1651 -17.6 1.4 -12.8* -0.31

Narrative 721 -20.2 2.0 -10.1* -0.37

Persuasive 930 -15.7 1.9 -8.5* -0.28

Year 2 304 -24.9 3.2 -7.8* -0.45

Year 3 561 -16.0 2.1 -7.8* -0.33

Year 4 479 -14.1 2.5 -5.6* -0.25

Year 5 307 -17.4 3.2 -5.4* -0.31

Female 836 -22.0 1.9 -11.9* -0.41

Male 815 -13.5 2.0 -6.8* -0.24

Metropolitan 1257 -17.7 1.5 -11.4* -0.32

Non-metropolitan 394 -17.3 3.0 -5.8* -0.29

Note. Negative differences indicate the average computer-based test scores were lower than 
paper-based test scores.

* all significant at p<.001.
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As presented in Table 3, paired t-test results indicated that students’ computer-
based writing results were statistically significantly lower than their paper-based 
writing results across all year levels (Years 2 to 5), across both genders, and across 
both narrative and persuasive writing genres. The difference was greater for 
students in Year 2 (-24.9), than for students in other years (differences ranging 
from -14.1 to -17.4). Boys appeared to be less adversely affected by the mode change 
than girls (differences of -13.5 and -22.0 respectively), and students who attempted 
persuasive tasks appeared to be less affected than those who attempted narrative 
tasks (differences of -15.7 and -20.2 respectively).

Across all students, the estimated effect size (d) associated with the mode change 
was 0.31, signifying a moderate effect (Cohen, 1988), with the effect size across 
subgroups and genres ranging from 0.24 to 0.45. 

FACETS measurement analysis
A FACETS measurement analysis of students’ writing scores was also performed, 
separately for the narrative and persuasive writing tasks, to examine and 
compare the effects of a number of task related factors including task mode 
on the writing results. As indicated in Appendix 1 which provides details of the 
model specifications, this analysis conceptualises the test score achieved by a 
student as a function of person ability as well as the task difficulty associated with 
task‑related factors such as the task mode, the task prompts, and the task order 
(that is, whether it was done as the first or the second test). The difficulty of each 
measurement facet is estimated and reported in Table 4. 

Table 4 shows that for both genres, the computer-based mode is more difficult 
than the paper-based mode, with the difference in the difficulty estimates 
between the two modes estimated at 0.56 logit values for narrative writing and 
0.44 logit values for persuasive writing. This translates to an effect size8 of 0.28 for 
narrative writing and 0.25 for persuasive writing. In contrast, other factors have 
much smaller effect sizes. For example, on average, students achieved slightly 
better results for the second test than they did for the first test, indicating some 
test practice effect. However, the difference in the difficulty estimates for the 
two test orders (done first vs done second) is 0.08 logits for both genres, which 
is equivalent to an effect size of 0.04 and 0.05 respectively for the narrative and 
persuasive tasks. 

	 Effect size is calculated as the ratio of the difference in the difficulty estimate to the standard 
deviation of the person ability estimates.
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Table 4

Fit statistics and difficulty estimates for measurement facets from FACETS analysis

Narrative tasks 
(Person logit SD = 2.00)

Difficulty 
estimate S.E.

Infit 
mean 

square

Outfit 
mean 

square
Difficulty 

difference
Effect 

size

Mode Paper based 
Computer based

-0.28 
0.28

0.03 
0.03

1.02 
1.00

1.00 
0.99 0.56 0.28

Task prompt Found 
Box

-0.03 
0.03

0.03 
0.03

1.01 
1.01

1.00 
1.00 0.06 0.03

Task order Done first 
Done second

0.04 
-0.04

0.03 
0.03

1.01 
1.01

1.00 
1.00 0.08 0.04

Persuasive tasks 
(Person logit SD = 1.75)

Difficulty 
estimate S.E.

Infit 
mean 

square

Outfit 
mean 

square
Difficulty 

difference
Effect 

size

Mode Paper based 
Computer based 

-0.22 
0.22

0.02 
0.02

1.01 
1.00

1.00 
0.98 0.44 0.25

Task prompt Cook 
Toys

-0.05 
0.05

0.02 
0.02

0.99 
1.01

0.97 
1.01 0.10 0.06

Task order Done first 
Done second

0.04 
-0.04

0.02 
0.02

1.01 
1.00

0.98 
1.00 0.08 0.05

*Interpretation of the fit statistics are provided in Appendix 1.

In summary across the two genres, the mode change from paper to computer-
based testing has a negative effect on students’ writing results, with the effect size 
estimated in the range of 0.25 to 0.28, after accounting for task related factors. This 
effect is much larger than that associated with other factors, such as the prompt 
effect and task order effect.

Repeated measures mixed effect analysis (Model 1)
In order to more appropriately account for the factors at multiple levels and 
interactions between factors, a repeated measures analysis using a mixed effects 
model on the writing test scores was then performed. This analysis takes into 
account the nested structure in the data (time nested within students nested 
within schools), as well as various explanatory factors, interactions between time 
and other explanatory variables, and interactions between task mode and other 
explanatory variables. 

The dataset for this analysis was slightly smaller (1,581) than for the previous 
analyses (1,651) due to a small number of students for whom a measure of general 
literacy ability could not be generated due to missing NAPLAN results.

The results are reported in Table 5 with small and non-significant interactions 
removed except for those of research interest. Technical Appendix 2 provides 
information about the model specifications and results from diagnostic 
procedures checking model assumptions.
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Table 5

Results from the mixed effects model for repeated measures

Dependent variable: Writing test score Coef.

Robust 
Standard 

Error z P>z

95% Conf. Interval

CI lower CI upper

Constant 405.7 24.2 16.8 0.000 358.4 453.1

Student characteristics

Student literacy ability 36.9 1.6 23.1 0.000 33.8 40.1

Gender (Ref: Girls)

Boys -13.1 2.3 -5.7 0.000 -17.6 -8.6

ATSI status (Ref: Non-Aboriginal)

Aboriginal -12.1 6.0 -2.0 0.043 -23.8 -0.4

Year (Ref: Year 2)

Year 3 33.9 8.2 4.1 0.000 17.8 50.0

Year 4 48.6 7.0 6.9 0.000 34.8 62.4

Year 5 82.9 8.4 9.8 0.000 66.3 99.4

School characteristics

ICSEA 0.009 0.023 0.4 0.685 -0.035 0.054

Location (Ref: Metro)

Non Metro region -1.3 3.0 -0.4 0.670 -7.3 4.7

Writing test characteristics

Task mode (Ref: Paper-based test)

Computer-based test -28.0 7.9 -3.5 0.000 -43.5 -12.4

Genre and Task prompt  
(Ref: Narrative 2008 Found)

Narrative 2009 Box -1.6 2.3 -0.7 0.488 -6.2 3.0

Persuasive 2011 Toys -14.8 3.7 -4.0 0.000 -22.1 -7.5

Persuasive 2012 Cook -8.8 3.6 -2.4 0.016 -16.0 -1.7

Time order of test (Ref: Time 1)

Time 2 -3.0 7.7 -0.4 0.702 -18.1 12.2

Interactions

Task mode#Student literacy ability -0.8 1.5 -0.5 0.595 -3.8 2.2

Task mode#ATSI status

Computer-based test#Aboriginal 12.1 5.7 2.1 0.033 1.0 23.1

Task mode#Gender

Computer-based test#Male 8.5 2.6 3.3 0.001 3.4 13.6

Task mode#Year

Computer-based test#Year 3 7.3 8.2 0.9 0.374 -8.8 23.5

Computer-based test#Year 4 10.1 8.7 1.2 0.247 -7.0 27.2

Computer-based test#Year 5 10.1 7.4 1.4 0.174 -4.5 24.7



Results and discussion

Centre for Education Statistics and Evaluation	 26

Dependent variable: Writing test score Coef.

Robust 
Standard 

Error z P>z

95% Conf. Interval

CI lower CI upper

Time order of test#Year

Time 2#Year 3 7.8 8.2 1.0 0.339 -8.2 23.8

Time 2#Year 4 11.7 7.9 1.5 0.136 -3.7 27.1

Time 2#Year 5 13.0 9.2 1.4 0.157 -5.0 31.0

Number of observations 3162

Number of students 1581

Number of schools 69

Note. The model incorporates student sample weights and school sample weights appropriately at the 
student and school levels.

As shown in Table 5, the main effects from the repeated measures analysis for 
student level factors were as expected. For example, students with lower literacy 
skills (relative to their peers in the same year level) performed worse on writing 
tests than students with higher literacy skills (ß = 36.9, p < .001). Boys, on average, 
scored around 13 scaled score points lower than girls (ß = -13.1, p < .001), and 
Aboriginal students scored lower on average than their counterparts (ß = -12.1,  
p < .05). As expected, students in Years 3, 4 and 5 achieved higher writing results 
than students in Year 2. 

The main effects for the two school level factors, average level of socio-educational 
advantage (ICSEA) and location (metro vs non-metro), while in the expected 
direction, were not statistically significant after controlling for student general 
literacy ability and other student level factors. This means that there is no evidence 
that students with the same level of literacy ability performed differently on the 
writing tests in high vs low SES schools or in metro vs non-metro schools.

The results also suggest that students undertaking the persuasive writing tasks 
scored lower than those undertaking the narrative writing tasks. While students 
performed similarly on the two narrative tasks (ß = -1.6, p =.488, for narrative task 
“Box” compared to narrative task “Found”), students performed lower on the 
persuasive task “Toys” (ß = -14.8, p < .001) and on the persuasive task “Cook”  
(ß = -8.8, p < .05) than on the narrative reference task “Found”.

The main effect for the time order of the writing tasks was not statistically 
significant, nor were the interactions between time order and year level, however, 
the coefficients for the interaction terms are sufficiently substantial to warrant 
some comment. For the reference group (Year 2), the small, non-significant main 
effect for time order (ß = -3.0, p = .702) indicates that the Year 2 students performed 
similarly on the second writing task than on the first task. However, the interaction 
terms between year level and time order indicate that older students seemed to 
perform better on the second task than on the first task, suggesting a possible task 
practice effect for older students (ß’s ranging from 7.8 to 13; all p > .10).  
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Important coefficients pertinent to this research are those associated with task 
mode. Results indicate that for the reference group (Year 2 non-Aboriginal girls) 
computer-based tests scores were 28 scaled score points lower than paper-based 
test scores (ß = -28.0, p < .001). The interaction terms between year level and 
mode were not statistically significant, although the direction of the coefficients 
suggest that the mode effect for Year 3 to 5 students might be less than that for 
Year 2 students.  

Statistically significant interactions included task mode with gender and task 
mode with Aboriginality, suggesting that the mode effect was less for boys (ß = 8.5, 
p = .001) and for Aboriginal students (ß = 12.1, p = .033). The interaction between task 
mode and students’ literacy skills was small and not statistically significant (ß = -0.8, 
p = .595), indicating no evidence from this analysis of the mode effect being 
different for students with high or low literacy skills.  

However, as computer familiarity (including typing proficiency) is found to 
contribute to the mode effect in earlier studies, there is a need to re-examine the 
effects for different student groups taking into account the potentially varying 
typing proficiency levels amongst these student groups. 

Research question 2 – To what extent does the 
mode effect vary for students with different levels of 
typing proficiency?

Descriptive analysis of typing proficiency
Before typing proficiency variables are included in further statistical modelling, 
descriptive analysis of the distribution of typing proficiency and the relationship 
between typing ability and students’ computer-based writing performance 
is examined. 

Typing test results were available for 1,323 students. As expected, the median typing 
speed increased across the year levels, from a median of 5.3 words per minute 
(wpm) for Year 2 students to 15.4 wpm for Year 5 students (Table 6). Typing accuracy 
rates, however, were similar across the year levels, with median rates around 95 per 
cent. Overall typing speed and typing accuracy were correlated at r =0.33.

Table 6

Typing speed (words per minute) and typing accuracy rate by year level (sampling weights applied)

Typing speed (wpm) Typing accuracy rate (%)

Year level N Median Inter-quartile 
range Median Inter-quartile 

range

Year 2 242 5.3 3.3 - 7.7 93.7 83.3 - 100

Year 3 412 8.7 5.7 - 12.7 95.7 89.5 - 98.5

Year 4 306 10.3 6.4 - 14.1 94.2 90.0 – 97.7

Year 5 363 15.4 10.5 - 18.4 94.9 90.9 – 97.9

Note. Sampling weights were recalculated for this sample with typing data.
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However, there was considerable variation in typing ability from school to school, 
and from student to student within each class at each school. Figure 2 depicts the 
variability in typing speed across schools for Year 3 students.

Figure 2

Boxplots indicating Year 3 median typing speed, interquartile range and minimum/maximum typing 
speed, for schools with five or more Year 3 students participating in the study
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As expected, there was also a moderate relationship between typing speed and 
students’ computer-based writing scores, with the correlations in the range of 
r =0.46 to r =0.66 for each year level, as indicated in Figure 3. This suggests that 
typing proficiency might be a contributing factor to the mode effect observed in 
the previous sections.
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Figure 3

Scatterplots of typing speed and computer-based writing scale scores for each year level
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Repeated measures mixed effect analysis including typing proficiency 
(Model 2)
The same repeated measures mixed effects model was used to examine whether 
the mode effect varies for students with different levels of typing proficiency, using 
the same set of explanatory variables as in the previous analysis with two additional 
explanatory variables – typing speed (words per minute) and typing accuracy rate, 
plus interaction terms between mode and typing variables. 

Table 7 shows the results of this analysis with small and non-significant interactions 
removed except for those of research interest. The analysis was based on a total of 
840 students who had typing data as well as writing results from both tests (plus 
non-missing literacy ability estimates). Whilst this was a reduced sample, analysis 
indicates that the distribution of the typing abilities of this reduced sample is very 
similar to those for the larger pool of students with typing results. This analysis 
was run with the new sampling weights calculated based on the reduced sample 
of students. Appendix 2 provides evidence from model diagnostic checks that 
indicate model assumptions were satisfied.
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Table 7

Results from the mixed effects model for repeated measures including typing speed and accuracy

Dependent variable: Writing test score Coef.

Robust 
Standard  

Error z P>z

95% Conf. Interval

CI lower CI upper

Constant 336.8 41.5 8.1 0.000 255.5 418.1

Student characteristics

Student literacy ability 32.8 2.7 12.2 0.000 27.5 38.1

Gender (Ref: Girls)

	 Boys -12.4 3.1 -4.0 0.000 -18.6 -6.3

ATSI status (Ref: Non-Aboriginal)

Aboriginal -15.1 9.7 -1.6 0.119 -34.2 3.9

Year (Ref: Year 2)

	 Year 3 29.6 10.3 2.9 0.004 9.4 49.7

	 Year 4 39.9 11.4 3.5 0.000 17.7 62.2

	 Year 5 78.5 11.3 6.9 0.000 56.3 100.7

School characteristics

ICSEA 0.03 0.03 1.0 0.343 -0.03 0.09

Location (Ref: Metro)

	 Non Metro region 3.3 3.5 1.0 0.344 -3.5 10.2

Writing test characteristics

Task mode (Ref: Paper-based test)

	 Computer-based test -30.8 24.4 -1.3 0.207 -78.6 17.0

Genre and Task prompt (Ref: Narrative 
2008 Found)

	 Narrative 2009 Box 0.3 3.2 0.1 0.938 -6.1 6.6

	 Persuasive 2011 Toys -16.1 4.8 -3.4 0.001 -25.6 -6.7

	 Persuasive 2012 Cook -11.6 4.8 -2.4 0.015 -21.0 -2.3

Time order of test (Ref: Time 1)

	 Time 2 -9.1 7.7 -1.2 0.236 -24.2 6.0

Typing skills characteristics

Typing accuracy 0.5 0.2 2.0 0.047 0.0 0.9

Typing word count per minute 0.7 0.3 2.3 0.025 0.1 1.4

Interactions

Task mode#Student literacy ability -5.2 1.9 -2.7 0.006 -9.0 -1.5

Task mode#ATSI status

	 Computer-based test#Aboriginal 9.8 9.6 1.0 0.309 -9.1 28.6

Task mode#Gender

	 Computer-based test#Male 5.8 3.4 1.7 0.090 -0.9 12.4
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Dependent variable: Writing test score Coef.

Robust 
Standard  

Error z P>z

95% Conf. Interval

CI lower CI upper

Task mode#Year

	 Computer-based test#Year 3 -9.8 8.3 -1.2 0.236 -26.1 6.4

	 Computer-based test#Year 4 -8.8 9.2 -1.0 0.339 -26.8 9.2

	 Computer-based test#Year 5 -16.5 7.5 -2.2 0.028 -31.2 -1.8

Time order of test#Year

	 Time 2#Year 3 15.3 8.4 1.8 0.069 -1.2 31.8

	 Time 2#Year 4 15.9 10.0 1.6 0.110 -3.6 35.4

	 Time 2#Year 5 17.6 9.4 1.9 0.061 -0.8 36.0

Task mode#Typing accuracy 0.03 0.25 0.1 0.901 -0.46 0.52

Task mode#Typing word count per minute 1.5 0.3 4.4 0.000 0.8 2.2

Number of observations 1680

Number of students   840

Number of schools   46

Table 7 shows that both typing speed and typing accuracy have a positive 
relationship with writing performance, which is not surprising given the likely 
relationship between typing proficiency and student overall literacy ability and that 
between student overall literacy ability and writing performance. 

More importantly, the interaction between mode and typing speed is statistically 
significant (ß = 1.5, p < .001), although the interaction between mode and typing 
accuracy is not (ß = 0.03, p = .901). This means that, holding everything else 
equivalent, the negative mode effect (that is, the difference between paper-based 
and computer-based test scores) is reduced by approximately 7.5 score points if a 
student’s typing speed is increased by 5 words per minute. 

After typing variables were taken into account, the size of the previously observed 
differences in the mode effects for boys vs girls (ß = 5.8, p = .09) and for Aboriginal 
vs non Aboriginal students (ß = 9.8, p = .309), were reduced somewhat, and were no 
longer statistically significant, although the interaction between gender and mode 
approached statistical significance. This suggests that some of the difference 
between paper-based and computer-based test results for these demographic 
groups may be due to differences in typing speed between the respective groups. 
This is confirmed in Table 8 which shows that typing speeds for Aboriginal students 
and boys were lower than their respective counterparts, for each scholastic year. 
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Table 8

Median typing speed (and interquartile range) by year level, gender and Aboriginal status 
(reduced sample, sampling weights applied)

Subgroup Year 2 Year 3 Year 4 Year 5

Female
Male

6.7  (5.0-8.7)
5.3  (3.4-7.7)

10.4  (6.7-14.1)
9.3  (7.0-12.7)

11.7  (8.0-17.8)
9.3  (5.7-13.0)

15.4  (10.3-17.7)
15.1  (11.7-17.1)

Non-Aboriginal
Aboriginal*

6.3  (3.7-7.9)
4.7  (2.0-6.0)

9.7  (7.0-13.4)
5.8  (5.8-12.4)

10.7  (6.3-15.0)
10.1  (6.3-10.7)

15.4  (11.3-17.7)
8.7    (6.7-15.7)

* �Note. As the number of Aboriginal students in each year level is relatively small, results for  
Aboriginal students should be interpreted with caution.

An additional finding, in contrast to the repeated measures analysis without typing 
proficiency, is that the negative gap between computer-based and paper-based 
tests is larger (worse) for students with higher literacy skills (relative to their peers 
in the same year level). Holding everything else equal, including typing proficiency, 
a one standard deviation increase in a student’s literacy level on the scale 
constructed for this analysis is associated with an increase in the size of the gap 
by 5.2 scaled points (ß = -5.2, p = .006). This differential effect is small in magnitude, 
nonetheless it is in contrast to research by White and colleagues (2015) whereby 
high ability fourth grade students in the US performed better on computer-based 
writing tasks than on paper-based tasks. Differences in methodology and analytical 
approaches between the two studies may explain these contrasting results. Given 
this study investigated a wider age range of students (with the inclusion of Year 2 
and 3 students whom, as this study showed, have generally slow typing speeds) 
than the study by White and colleagues (in which Year 4 students took part), 
perhaps typing ability has a larger impact on the performance of younger high 
ability students.

Given the interaction between typing speed and mode, the interaction terms 
between year level and task mode from Table 7 are less straightforward to interpret 
as typing speed co-varies with year level. To assist interpretation, Table 9 provides 
the predicted difference between computer-based and paper-based tests, by year 
level and gender, for students with average literacy levels for their year, when they 
are at the median typing speed for their year. Note that the difference in the mode 
effect for boys vs girls is close to statistical significance and is non-negligible in size. 

Also included are the predicted differences for students with faster (+5 wpm) and 
slower (-5 wpm) typing speeds than the median for their year level. For the Year 2 
students, for whom the median typing speed is close to 5, the predicted difference 
is only calculated for the median typing speed for that year. 
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Table 9 shows that the gap between computer-based and paper-based writing 
performance is quite similar across the year levels, for students at the median 
typing speed for their year. The results in Table 9 also demonstrate the reduction 
in the gap (of around 7.5 scale points) for students who can type an additional 
5 words per minute faster than the median for their year.

Table 9

Estimated differences in writing scaled scores between computer- and paper-based tests for 
an average ability student in each year level

Female Male All

Typing 
speed -5 wpm

median 
wpm +5 wpm -5 wpm

median 
wpm +5 wpm -5 wpm

median 
wpm +5 wpm

Year 2 -17.2 -13.6 -14.8

Year 3 -29.1 -21.4 -13.7 -25.0 -17.3 -9.7 -27.1 -19.5 -11.8

Year 4 -26.0 -18.3 -10.7 -23.9 -16.2 -8.6 -24.5 -16.9 -9.2

Year 5 -28.0 -20.4 -12.7 -22.7 -15.1 -7.4 -25.0 -17.4 -9.7

Note. The gap for the different level of typing speed is provided for intervals of +/- 5 words/minute. 
For Year 2 students this is provided for the median typing speed only. When predicting the 
average difference between paper-based and computer-based writing results, all other variables 
included in the model (for example, literacy level) were held at the weighted sample mean/
median levels. 

In summary, the above analysis shows that after holding constant the effects of 
various task, student and school level factors on students’ writing performance, on 
average, students scored lower on computer-based writing tests than they did on 
paper-based tests, across all years examined (Years 2-5), and for both narrative and 
persuasive writing genres. 

Over above other factors, typing proficiency was significantly associated with the 
mode effect, such that the faster students could type, the smaller the difference 
between their computer-based and paper-based results. For an increase of 5 words 
per minute in typing speed, the gap is reduced by approximately 7.5 scaled points. 

Additionally, after taking into account all other factors including typing, the mode 
effect was found to be slightly worse for students with higher literacy ability than 
those with lower ability. The mode effect was approximately 5 scaled points larger 
for students whose literacy level was one standard deviation above the average for 
their year level.  

For an average student (for example, average literacy ability and average typing 
speed), the estimated gap between paper-based and computer-based test results 
varied from 15 to 20 NAPLAN scaled points, depending on the student’s year. This 
represents roughly 0.2 to 0.3 of one standard deviation in writing results. 
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Other factors that may (directly or indirectly) contribute to mode effects 
There are some limitations to the analysis conducted. Firstly, marking inconsistency 
impacts on assessment scores and has not been explicitly accounted for in the 
analysis. However, the impact of general marking inconsistency on the study’s 
results has been minimised to a large extent through random assignment of 
markers across students and online/paper scripts. Another potential source of bias 
related to marking inconsistency is text appearance. That is, markers may be more 
lenient or harsher in their marking of handwritten versus typed scripts, and if the 
inconsistency is systematic for one mode it will introduce bias to the mode effect 
estimates. This concern is further explored in the next subsection below.

Possible marking bias due to text appearance (handwritten vs typed)

Some of the gap between computer-based and paper-based marking scores 
could be as a result of bias in human marking due to text appearance (that is, the 
tendency of markers giving handwritten scripts higher or lower scores than the 
same scripts that are typed). Studies investigating this type of bias have indicated 
mixed findings (Hughes & Akbar, 2010; Mogey, Paterson, Burk, & Purcell, 2010; Tao & 
Russell, 2004).

This study analysed the 124 handwritten writing responses that were typed and re-
marked and found that the majority (111 out of 124) received scores that were within 
the expected range of normal marking variability, as specified by the national 
testing authority for marking quality assurance purposes. For the remaining few 
responses, some were given a lower score and others were given a higher score for 
the typed responses. Notwithstanding this, the examination of the distribution of 
the differences in the scores suggests there might be a small tendency of markers 
favouring handwritten responses. Although it is difficult to estimate the size of 
this potential bias given the small sample size, it is unlikely to have had a material 
impact on this study results. It is, however, recommended that further research 
be undertaken to investigate this potential marking bias as it could impact the 
comparability of NAPLAN writing scores during the NAPLAN online transition 
period, when some schools will be participating online and others will still have 
pen and paper based tests.

Text length

One way in which typing ability impacts computer-based writing performance 
is in the length of text primary students are able to produce in the time allowed, 
given evidence from international studies that, in primary years, students’ typing 
fluency generally lags their handwriting fluency, and the gap is greater for 
younger students. 

A comparison of the total word count for a random subset of 82 students’ 
computer-based and paper-based writing responses indicated that, on average, 
students wrote 19 words less in the computer-based test than they did in the 
paper-based test. Year 2 and Year 3 students appear to be affected to a greater 
extent than Year 4 and 5 students, with the younger cohorts both writing 43 words 
less, on average, in the computer-based test than they did in the paper-based test. 
For the older cohorts, there was very little difference in the average word counts 
for the computer-based and paper-based tests. Further studies with larger sample 
sizes are needed to examine whether these results are replicable.
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As with slow handwriting, slow typing speed constrains students’ writing quality 
in multiple ways which includes limiting the cognitive resources available for 
higher order processes. Whilst there is no minimum level of typing speed required 
for online writing assessment discussed in the literature, some researchers 
(Jackowski‑Bartol, 2001) suggest that students with low handwriting speeds 
(below 15 wpm) warrant additional time in examinations. 

Low typing speeds are generally associated with the inability to touch type. 
The student interviews provided evidence of students’ limited typing proficiency 
with 23 out of 37 students interviewed reporting the use of one or two fingers 
to type. The researchers’ observations corroborated this evidence reporting that 
most students used one or two fingers and very few students used all fingers on 
both hands. 

Research question 3 – What is the impact of the mode 
change on the writing process (for example, planning, 
editing, reviewing)?
Whilst there are divergent views amongst educators on the importance of 
planning and editing as essential skills in the teaching of writing, they are 
recognised as a part of the writing process and students are encouraged to 
allocate 5 minutes each to planning and editing during a NAPLAN style writing test. 
See a relevant extract of the test administration manual used for this research in 
Appendix 3, which was consistent with the standard NAPLAN writing test manual 
and that used by ACARA in its online writing test research. For this research, as 
per the usual test practices, students were provided with planning sheets for both 
paper-based and computed-based tests and researchers were asked to observe 
the amount of planning students did for both tests. Editing and reviewing weren’t 
able to be investigated via the methodologies used in this research.

Researchers’ observations indicated that there was less evidence of planning 
by students when undertaking the computer-based tests compared to paper-
based tests; however, when students took part in the computer-based testing 
they were informed that planning on the booklet would not be counted towards 
marks, whereas any words typed in the pane would be marked. Most students 
did planning for the paper-based tests. For the computer-based tests, researchers 
observed that few students did planning on the computer. A manual comparison 
of the planning sheets used by the same students for both computer-based and 
paper-based tests indicated that, for many students, there was considerably less 
planning provided on the planning sheets for the computer-based tests than for 
the paper tests. An example of the contrast between the planning sheets used by 
a Year 5 student is provided at Appendix 3. 

The contrast appears to be more significant for students who were of a higher 
writing ability level and who did a substantial amount of planning on paper for 
the paper tests but considerably less for the computer-based tests. For students 
of a lower ability level, there was less of a difference in the amount of planning 
on the planning sheets because they did much less planning for either test. Note 
these observations were based on a manual comparison of planning sheets and a 
systematic analysis of the impact on students’ scores was not conducted.
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Less planning, either directly on the computer or on paper, for the computer-
based tests might be a reflection of how teachers have used technology to teach 
writing online in primary classrooms. Teachers reported through interviews that 
while they used technology in the classroom regularly, it was often for a whole 
class collaborative process of researching ideas prior to writing. Students would 
compose using pen and paper and then use computers individually in the 
publishing phase. In other words, the teaching focus has not been about teaching 
students how to use technology to compose a text on the computer in a solitary 
process, from planning, drafting, editing to reviewing. In students’ interviews with 
researchers, it was also clear that students preferred using the computer for editing 
their work, but preferred pen and paper for the planning and organising potential.  

This raises the broader question of the changing nature of writing and the process 
of text creation given new communication forms and evolving digital technologies, 
and the impact this has on the teaching of writing. Further research is planned 
to investigate how the teaching of writing, and the writing process itself, can be 
enriched using new technologies to further develop students’ writing skills.

Research question 4 – Are there any other factors 
potentially impacting on students’ computer-based 
writing performance highlighted through teacher and 
student interviews? 

a. School and student technical readiness 
Researchers noted considerable variability in technical readiness from school to 
school. A number of schools, particularly some in low SES areas, had an insufficient 
number of working computers, limited technical support available, and students 
who were not as familiar with using computers and accessing the internet. These 
schools required much greater test preparation time than expected, and these 
issues combined to impact negatively on the online testing experience for teachers 
and students.

b. Test environment novelty effects
Teachers and researchers also noted the impact of the novelty of the online test. 
Student familiarity with the pen and paper writing test environment meant that 
generally students behaved as expected in a test situation and were able to settle 
quickly and work quietly for a sustained period of time. For the online test, teachers 
and researchers reported that students were easily distracted by the unfamiliar 
environment including the physical layout of the room, the visibility of other 
students’ screens, the test instructions, the computer functions (audio, scrolling, 
editing) and noise from keyboard typing. With greater exposure to computer-
based writing and online testing, students’ focus and sustained concentration 
may improve. 

c. The extent to which typing skills are taught in schools 
Results from teacher interviews indicated that most schools (25 out of 33) do 
not explicitly teach keyboarding skills. Of the few schools (8) that indicate some 
teaching of keyboarding skills, four had implemented touch-typing programs, two 
had used online typing games and two provided in-class instruction.  
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Research suggests the earliest time to start formal keyboarding instruction is in 
the upper primary grades, from age 10 onwards (for example, Erthal, 1998; Freeman 
et al, 2005). The implication is that the impact of cognitive load and orthographic-
motor skills would be too demanding for many Year 3 students with low typing 
speed to be sufficiently proficient in typing for the NAPLAN test in May.

Given the large proportion of Year 4 and Year 5 students with apparently low typing 
abilities in this sample, it also suggests that schools should implement typing 
instruction between Years 3 and 5 so that online writing assessments for students 
in Year 5 could be a more valid indicator of their writing ability.

d. Disconnect between stated mode preference and performance
Nearly 1,500 participating students responded to an online survey, administered 
before the typing exercise. Sixty per cent of these students indicated that they 
thought they could write stories better with computers than with pen and paper. 
Around 80% indicated it was either easy or very easy to write stories using the 
computer/laptop/tablet. However, results from the analyses indicate a conflicting 
picture – that on average these students performed worse in online tests than on 
paper. This is not necessarily surprising, as other studies also reveal a ‘Performance 
Paradox’ (Oviatt, Arthur, & Cohen, 2006; Oviatt & Cohen, 2010) or a mismatch 
between the mode people say they prefer and the mode that best supports 
their performance. The conflicting picture indicates that great care needs to be 
exercised when interpreting students’ stated preference for the test mode as this 
might not be an indicator of how ready students are for online tests, despite how 
they feel. 

Summary of findings
The results of the various statistical analyses conducted in this study all confirm 
that, on average, primary students in NSW government schools score lower on 
computer-based writing tests than they do on paper-based tests. This mode 
effect was observed for both writing genres, and for students across all year 
levels examined (Years 2-5), both genders, and Aboriginal status. While initial 
results suggested that the mode effect was not as great for males and Aboriginal 
students as for their counterparts, these differences were reduced when typing 
ability was taken into account. The mode effect was also found to be somewhat 
less pronounced for students of low literacy ability and was more pronounced for 
students of high literacy ability, after controlling for typing ability.  

In addition, the study found that typing speed was significantly related to the 
difference between students’ computer-based and paper-based writing scores. For 
students with similar literacy ability, the faster that they could type, the smaller the 
difference between their computer-based and paper-based results. 

Overall, for an average student (with average literacy and typing ability for their 
year level), the gap between paper-based and computer-based test results varied 
between -15 and -20 scaled points depending on the year level. This represents 
roughly 0.2 to 0.3 of one standard deviation in writing results. 

One difference observed between students’ computer-based and paper-based 
writing is the level of planning that students undertake prior to writing. Analysis of 
student planning sheets and researcher observations both seemed to indicate that 
students undertook less planning for their computer-based writing task than they 
did for their paper-based task.  
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In summary, the results of the study suggest that computer-based writing results 
may not be a reliable indicator of primary students’ overall writing ability, as they 
are not necessarily comparable to paper-based writing results, unless students can 
adequately deal with the demands of composing in a digital environment.

Conclusions and recommendations
The move to online assessment of writing brings many advantages. At a national 
level it provides more manageable administration of large-scale standardised 
testing, reduced time for test set up, marking and reporting. At a school level, 
it has potential to provide more timely, targeted, personalised feedback about 
student writing – engaging students and teachers more meaningfully in the 
writing process. 

However, the results of the present study cast doubt on whether computer-based 
writing is sufficiently comparable to paper-based writing, given the differences 
in the skillsets being assessed through the writing tests administered in different 
modes. This is particularly an issue for the NAPLAN online transition period during 
which some schools will conduct assessments online, and others will still be using 
pen and paper tests. Teachers and schools would always benefit from analysing 
individual students’ writing results, whether computer-based or paper-based. 
However, the comparability of aggregate reporting (for example, jurisdictional 
average results and percentages in bands), during the transition years as well as 
trends over time (that is, comparing data from pre and post transition years), is 
questionable, particularly in the earlier years. Given the mode effect appears to 
impact different groups of students differently, it is also questionable whether 
the current equating process adopted by the national testing authority for the 
NAPLAN tests is sufficient for the purpose of equating online test results to the 
previous paper test results. Unless these issues can be addressed, caution is urged 
when making comparisons of performance across schools and jurisdictions in the 
transition years when the tests are run in dual modes or when comparing trend 
data from pre transition years to post transition years.

This study also presented results on primary students’ typing abilities, about which 
little is known in the Australian context. At the median typing speed of 9 words 
per minute, which the literature suggests is lower than the handwriting speed 
for that age group, many Year 3 students would struggle to produce online texts 
comparable to handwritten texts in a timed condition. Given the recommendation 
in the literature that typing instruction is best commenced in the upper primary 
years and evidence of cognitive and educational benefits of teaching handwriting 
to students in early learning years, it is recommended Year 3 students continue to 
participate in NAPLAN writing tests on pen-and-paper. 

Findings from this study also have implications for the work schools and 
teachers need to do in order for students to perform to their ability level in online 
assessments of writing.

School technical readiness was found to vary across the participating schools in 
different areas and of different SES levels. More disadvantaged schools appeared 
to struggle to a greater extent with the administration of the online tests, which 
could have resulted in a more negative test experience for students. To ensure the 
online tests are accessible to all students, it is recommended that schools access 
the resources available from ACARA for the online tests (for example, practice 
tests on the public demonstration site). Note that following this 2016 research, 
the department has initiated a cross-sectoral online transition project to support 
schools to become technically ready for online assessment. 
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Consistent with other studies, typing skills have been identified as a contributor to 
students’ performance in online writing tasks, after holding constant other factors 
including students’ literacy ability levels. Examination of the typing data indicates 
a great variability in the typing speed from school to school and from student to 
student in the same classroom in the same school. Schools should consider their 
local contexts and identify an effective method for developing students’ typing 
fluency and to monitor the development of their typing proficiency over time. 

This study raises important questions that relate to the impact of new technologies 
on the teaching of writing. Findings from the teacher interviews suggest that 
technology is only being used in limited ways in the classroom in the teaching and 
learning of writing. However, many students have considerable expertise in using 
technology outside of school, using personal computers and devices, for example, 
to access social media, send text messages and play video games. In schools, there 
is a need to develop effective pedagogy with a stronger focus on teaching students 
how to better use technology to develop their writing. 

In this regard, further research is planned in NSW schools to explore how 
technology can best be employed to combine traditional writing skills with 
innovations in digital design and delivery, as well as the explicit teaching of 
keyboard and typing skills, to prepare students to become fully literate in 
contemporary society. 
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Appendix 1 –  
Technical details for MFRM

Many Facet Rasch Measurement (MFRM) (details see Linacre, 1989; Linacre & 
Wright, 2002) is an expanded form of the Rasch Rating Scale model (Andrich, 1978). 
The below equation specifies the MFRM measurement model used in this study:

where:

	� is the probability of person i achieving a writing score of m, for writing 
prompt j, produced via mode k given task order l;

	� is the probability of person i achieving a writing score of m–1, for writing 
prompt j, produced via mode k given task order l;

	 is the ability of person i;

	 is the difficulty of prompt j;

	 is the difficulty of mode k (that is, paper-based or computer-based);

	 is the difficulty of task order l (that is, task done first or second)

	� is the threshold of being scored in score category m relative to category 
(m–1)

This measurement model calibrates the person ability, Rasch-Andrich category 
thresholds (see Andrich, 1978), and the difficulty of task related facets (that is, 
mode, prompt, task order) in one statistical and measurement framework. Model 
parameters were estimated using the Joint Maximum Likelihood Estimation 
procedure in FACETS (Linacre, 1989).

The model provides two types of fit statistics which are indicators of how well an 
observed response pattern fits the measurement expectations: INFIT and OUTFIT 
mean-squares (Wright & Stone, 1999). Both are chi-square ratios based on the 
standardised residuals. While the OUTFIT statistic is an unweighted statistic which 
is heavily influenced by outlying, off-target, unexpected responses, the INFIT is 
sensitive to irregular inlying patterns with relatively more impact being given to 
unexpected responses close to a person’s or item’s measure. Both mean-square 
statistics have an expected value of 1.0, and a range from 0 to positive infinity. 
Values less than 1.0 indicate over-fit; that is, data is too predictable with respect to 
model expectations, causing summary statistics such as reliability indices, to report 
inflated results. Values greater than 1.0 indicate under fit; that is, there is more 
un-modelled noise in the data than expected. High mean-squares are considered 
a much greater threat to the validity than low mean-square values, because they 
suggest a possible violation of the uni-dimensionality requirement. Fit statistics 
included in Table 4 show that the data fit the model sufficiently well. 
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Appendix 2 –  
Technical details for mixed effects 
model for repeated measures

Model 1 (referenced on page 24)

Mixed effects models can be used to analyse results from a repeated measures 
design in which the outcome is continuous and measured at fixed time points. In 
our analysis, the outcome is defined as the writing test score of student i in school s 
at time t (  ) where each student has performed two writing tests at two different 
time points (t = 1, 2) and had a writing test score recorded at each time point. 
The writing test score is estimated as a linear function of independent variables, 
random student effects, random school effects and some random errors. The 
three-level mixed effects model for repeated measures is specified as:

      (1)

where  is the school random effect which captures any between-school 
differences in the writing test scores;  is the student random effect which 
captures any between-student differences within the same school;  is the 
residual error which represents any time-specific variations within the same 
student. ,  and  are the linear functions of time-level variables, student-level 
variables and school-level variables respectively as specified below: 

i.	 Level 1 (time level):

	

ii.	 Level 2 (student level):

iii.	 Level 3 (school level):
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The regression coefficients  ,  ,  ,  ,  ,  ,  and  are estimated through 
maximum likelihood method. Student weight is applied to the second level of the 
mixed effects model whereas school weight is applied at the third level. The set of 
independent variables are listed below:

	 =	 1 for computer-based writing test and 0 for paper-based writing test;

	 =	 1 for Narrative 2009 Box writing task and 0 otherwise;

	 =	 1 for Persuasive 2011 Toys writing task and 0 otherwise;

	 =	 1 for Persuasive 2012 Cook writing task and 0 otherwise;

time	 =	 1 for test performed at time 1 and 2 for tests performed at time 2;

  represents the students’ general literacy ability standardised within each year level;

	 =	 1 for male students and 0 for female students;

	 =	 1 for Aboriginal students and 0 for non-Aboriginal students;

	 =	 1 for Year 3 students and 0 otherwise;

	 =	 1 for Year 4 students and 0 otherwise;

	 =	 1 for Year 5 students and 0 otherwise;

  represents the ICSEA index for school s;

	 =	� 1 for schools in non-metropolitan (provincial, remote and very remote) 
regions and 0 otherwise.

In the mixed effects model specified in Equation (1), the residual error ( ) is 
assumed to follow a normal distribution with zero mean and a constant variance  

. The random student effect ( ) and random school effect ( ) are also assumed 
to be of a normal distribution with zero mean and constant variances  and  
respectively. The three components are assumed to be uncorrelated with each 
other and the random school and student effects are assumed to be uncorrelated 
with the independent variables. 

For diagnostic checking, the residual error ( ) is plotted against the fixed linear 
prediction ( ) to see if the residual error is randomly distributed with 
constant variance. The normality assumption is confirmed by outputting a Q-Q 
plot which plots the quantile of the residuals against the quantiles of a normal 
distribution. The Q-Q plot should show a straight line pattern if the residual 
errors are normally distributed. Diagnostic checks confirmed that the normality 
assumption of the residual errors was satisfied. 
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Model 2: with typing ability (referenced on page 29)

The specification is the same as the above model, but with two additional 
explanatory variables – typing accuracy rate and typing speed (words per minute), 
plus two interaction terms between task mode and typing variables. The level 1 and 
level 2 link functions are re-specified as follows: 

i.	 Level 1 (time level):

ii.	 Level 2 (student level):

where  represents the students’ typing accuracy and  represents the 
students’ typing word count per minute.

The same model diagnostic checks were performed for Model 2. The random 
pattern in the residual plot and the straight line pattern in the Q-Q plot indicated 
the residuals were normally distributed with zero mean and constant variance. 
Furthermore, correlation analyses show that the correlations amongst pairs of 
student-level random effects, school-level random effects, residual errors and the 
linear predictions of the fixed portion of the model ( ) are negligible.



Centre for Education Statistics and Evaluation	 47

Appendix 3 – Test instructions relating 
to planning and editing, and an 
example of planning sheets

a.	 Instructions to students at the commencement of the writing test

Teacher to read aloud:

Before you start writing on your computer, laptop or tablet, you may want to do 
some planning. 

You could plan by writing your ideas using the planning booklet or by using 
your device. 

The planning booklet will not be marked, but it will be collected. Anything you 
type into the writing pane of your device will be marked.

I recommend using the first 5 minutes of your test time to do your planning. I will 
let you know when 5 minutes is up so you can move from planning to writing. 

You should spend the last 5 minutes of your time editing your work. I will let you 
know when there are 5 minutes left. 

Once the test starts you should see a clock on the top of the screen telling you 
how much time you have left.  

You will have 40 minutes to do this test. 

b.	 �example of the difference in the planning sheets used by a Year 5 student for 
the paper and online tests

	

	 Paper-based test	 Computer-based test
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