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[bookmark: _Toc193810280]Unit overview
Teachers are provided options to differentiate content depending upon students’ experience. At a minimum, students complete the activities within this teacher support resource (TSR). They are guided through the development of a linear regression algorithm from the Software Engineering course specifications (Course specifications) document to create a mark estimation program. A simple solution is provided in this document (Appendix 1) and sample code is available in the Software Automation folder under the Files tab of the Software Engineering channel via the TAS Statewide Staffroom. The Python code for a ‘middle-level’ solution is also provided in this channel and considerations for a ‘high-level’ solution discussed. There are at least 3 options in delivering this task:
1. A summative assessment if it fits within their existing assessment schedule (Note: the assessment schedule published by the department did not include this as one of the assessment tasks and suggested content be formally assessed in the trial examination). A formal assessment task is included in this document for teachers choosing this option. This is also available in the Software Automation folder under the Files tab of the Software Engineering channel via the TAS Statewide Staffroom.
2. A summative assessment of the task that integrates Software automation, Programming for the web, Secure software architecture and Software engineering project into a yearlong progressive web app (PWA) solution. Students could create a web-based markbook with Structured Query Language (SQL) lite (SQLite) database and predictive capabilities. Other web-based catalogue type systems could include the machine learning aspects of this unit.
3. A formative assessment of a solution to the problem as a practical group-based project to deliver syllabus content within the software automation focus area and programming for automation topic. In this scenario students would improve upon the existing ‘low-code’ solution.
All files, comma-separated value (CSV) markbooks and Python sample code are available to teachers in the Software Automation folder under the Files tab of the Software Engineering channel via the TAS State wide staffroom.
[image: ]This unit guides students through the Software automation focus area. The content for this focus area is delivered as theory required for, and integrated into, the development of a mark estimation program. Students are provided with the following scenario.
A student named Alex has missed a maths exam. 
Her teacher needs to estimate Alex's score and has been told that machine learning can predict a student's mark on a missed assessment by analysing historical data, identifying patterns and using these patterns to make informed predictions. 
Alex’s maths teacher has also been told that you are studying machine learning and may be able to help.
Students consider various machine learning algorithms and models to create a solution. They are guided through a simple application of a linear regression algorithm using Python code (by importing NumPy and scikit-learn machine learning frameworks). The use of these modules imported into Python is assumed by their reference in the code sample from page 28 of the Course specifications.
During Weeks 1 to 2, students complete activities including cloze passage, note making on relevant videos and class discussions about the fundamental concepts within the Software automation focus area. They are introduced to and become familiar with the subject specific terminology of this focus area including machine learning, DevOps, robotic process automation (RPA) and business process automation (BPA). Students participate in a jigsaw activity which provides a deeper dive into these concepts and facilitates the construction of class notes and a study guide. These groups apply their understanding to consider a school-based scenario ‘The school library upgrade with machine learning’. Students consider how to apply the MLOps stages from the Course specifications to ‘The school library upgrade with machine learning learning’ scenario. Students complete activities 1 to 9 of this TSR.
Students are introduced to the coding task for this unit, the mark estimation program, referencing linear regression from the Course specifications.
In Weeks 3 to 4, students list all school-based systems that could be automated with software. This list includes a mark estimation program. Other school-based systems could be automated as a project for this unit. Students distinguish between artificial intelligence (AI) and machine learning (ML) by completing activities 10 to 11 of this TSR. Students explore models of training ML through close investigation of Google’s Teachable Machine. Students complete activities 12 to 17 of the TSR and investigate common applications of key ML algorithms. They are given a quiz (Activity 18) to check their understanding.
For their project, students apply their understanding of How to choose the Right Machine Learning Algorithm (23:04) to their mark estimation task. Students complete Activity 19.
During Weeks 5 to 6, students investigate case studies that demonstrate the common applications of key ML algorithms. They form research teams and present their findings to the class including a brief explanation of how their algorithms work. These presentations form part of class study notes. Students research models used by software engineers to design and analyse ML, including decision trees and neural networks. Students differentiate between ‘traditional’ decision trees used in computing from their use in ML. They annotate the neural network diagram from the Course specifications and develop their understanding of the training and execution cycle. Students complete the TSR activities 20 to 32. 
In Weeks 7 to 9, students describe types of algorithms associated with ML by investigating Linear Regression (with Desmos) (9:25). Students apply linear regression using Python code by importing NumPy and scikit-learn machine learning frameworks. Students work through the mark estimation program including a class discussion on the best approach to take. They consider the social and ethical issues that arise with this predictive system. Students consider other real-world examples of linear regression ML algorithms. Students complete activities on linear regression, polynomial regression and logistic regression and investigate the Robodebt case study. Students explore how patterns in human behaviour influence ML and AI software development. They investigate the effect of human and dataset source bias in the development of ML and AI solutions.
Students complete the activities in the TSR from 32 to 57.
In Week 10, students present their mark estimation project, submit the code and documentation and complete activities within the TSR.
This teacher support resource (TSR) provides activities that align with the content of the syllabus to ensure content is covered. After the initial linear delivery of this unit, teachers will identify opportunities to integrate theory and practice within single lessons. The Software automation task is developed in the classroom under the supervision of the teacher using explicit teaching methods outlined in this TSR.


[bookmark: _Toc193810281]Teaching advice on Software automation
Why is it important?
The Software automation focus area provides opportunities for students to extend their knowledge and understanding of programming and its diverse applications. Students are provided with opportunities to design and implement code as they apply object-oriented programming knowledge and design thinking to solve problems. Learning in this focus area emphasises the fields of machine learning (ML) and artificial intelligence (AI). This includes some of the fundamental knowledge and skills required to program for emerging technologies and the significance and impact of ML and AI on the individual, society and the environment.
Additional advice
The practical learning experiences should apply the skills associated with developing and evaluating the success of ML systems and the code that drives them. This highlights opportunities for students to incorporate software automation into their Software engineering project.


[bookmark: _Toc144274711][bookmark: _Toc193810282]Task description
[bookmark: _Hlk178586278]A student named Alex missed a maths exam. 
Her teacher needs to predict Alex's score and has been told that machine learning can predict a student's mark on a missed assessment by analysing historical data, identifying patterns and using these patterns to make informed predictions. 
Alex’s maths teacher has also been told that you are studying machine learning and may be able to help. 
Use Python with the NumPy and scikit-learn modules to calculate Alex’s potential score. 
The product will be a program to predict student grades for missed assessments.
You are to:
set up the work environment
set up the training data
plan the UI
code initial functionality
plan the estimation algorithm and overall system structure
code remaining functionality
test and evaluate.
Student support material
scikit-learn
Matplotlib
NumPy

Outcomes being assessed:
A student:
justifies methods used to plan, develop and engineer software solutions SE-12-01
applies structural elements to develop programming code SE-12-02
evaluates practices to safety and securely collect, use and store data SE-12-04
justifies the selection and use of tools and resources to design, develop, manage and evaluate software SE-12-06
tests and evaluates language structures to refine code SE-12-08
applies methods to manage and document the development of a software project 
SE-12-09
Software Engineering 11–12 Syllabus © NSW Education Standards Authority (NESA) for and on behalf of the Crown in right of the State of New South Wales, 2022.
Suggested weighting: 30%
Teacher note: the assessment schedule published by the department did not include this as one of the assessment tasks and instead suggested content be formally assessed in the trial examination. Teachers will need to align this project with their school assessment schedule if they are to use this as a summative assessment task.


[bookmark: _Toc193810283][bookmark: _Toc165900615]Teaching advice
Estimating the mark can be done through several levels of complexity.
A simple implementation would consider a single dimension, for example, a mark estimated through looking at the students marks in other assessments only.
A better solution would consider the estimate by looking at two dimensions and looking at what other students got for that assessment as well.
Higher-level solutions may be able to analyse the data and see if a linear or polynomial regression model is best for the specific data. For example, some classes may see marks that progress in a linear fashion however other classes may improve over time with marks instead fitting on a curve.
Other considerations include the use of standard deviations, z scores and the use of averages of other tasks. Teachers should lead a class discussion introducing the problem statement and how to best approach the task to ensure fairness. Students should be motivated by the nature of this process as it applies to their high school experience. The discussion should include the conditions for being able to estimate a mark (decision tree) including:
· Are there enough students present to estimate the mark effectively?
· Are there not too many gaps in the data?
· Are the marks consistent enough to estimate the mark effectively?
· Have enough assessment tasks been completed?

[bookmark: _Toc193810284]Submission details
Students are to submit 3 components – Component A, B and C.
[bookmark: _Toc193810285][bookmark: _Toc180393548][bookmark: _Toc181281640]Component A
Documentation of the project including:
IPO tables
diagrams
decision tree
intrinsic documentation
supporting information
evidence of testing
social and ethical issues.
[bookmark: _Hlk193463003]See the Course specifications for guidelines on how to present some project documentation elements.
The new syllabus no longer contains reference to ‘IPO tables’. They were a part of the old SDD syllabus. IPO tables will not be required from students in the Software Engineering HSC exam. They do, however, provide a conceptual framework to better understand the problem. Teachers may decide to ask their students to use another format (for example, a brief textual explanation) instead of IPO tables. 
[bookmark: _Toc193810286][bookmark: _Toc180393549][bookmark: _Toc181281641]Component B
A zip file of any implemented solution or sample code including use of training data, consideration of overall structure, OOP layout and evidence of usability considerations.
Component C
A presentation to the class who are playing the role of the teacher client with questions and answers including justification of the model.

[bookmark: _Toc165900616][bookmark: _Toc193810287]Steps to success
Table 1 – assessment preparation schedule
	[bookmark: _Hlk178586424]Steps
	What I need to do

	Set up the work environment
	Install and test Python3 and a relevant integrated development environment (IDE).
pip3 install NumPy and scikit-learn
if using a graphic user interface (GUI), students may want to also have TKinter or PyGame installed as well.

	Set up training data
	Obtain or mock up a CSV file with marks for a class. There should be at least 4 tasks in the markbook and a reasonable number of students.

	Plan the UI
	Create a storyboard for the pages that will be present in the system. user interface (UI) may be graphical or a command-line interface (CLI).

	Code initial functionality
	Code the means for importing and displaying the marks held within the CSV markbook file.
Code a means for specifying which student and which assessment task the estimated grade should be calculated for.

	[bookmark: _Toc141776407]Plan estimation algorithm and overall system structure
	Decide whether a linear, polynomial or logistic regression model is most appropriate and provide justification.
Create a decision tree outlining the conditions for a missing assessment mark to be reliably calculated.
Create an Input, Process, Output (IPO) table with a general strategy.
Use a diagram (for example, a class diagram or structure chart) to express the structure of your product or processing. Provide justification for your choice of diagram.

	Code remaining functionality
	Using an agile development approach and object-oriented paradigm (OOP), build out the rest of the functionality.

	Test and evaluate
	Provide a report demonstrating that you have tested your product, recording any syntax, logic and runtime errors you identify.
Provide an outline of whether the system is using artificial intelligence (AI) or machine learning (ML).
Assess any social and ethical impacts of the system and any dangers of bias in the system.




[bookmark: _Toc144274714][bookmark: _Toc193810288]What is the teacher looking for?
[bookmark: _Hlk178586716]This task will require students to create a system to predict marks for students for missed assessment tasks.
The system will incorporate:
the creation of a relevant UI (either graphical or CLI)
the ability to read data from a file (stored as CSV).
The mark estimation system is to have the following functionality:
Allow for current marks to be displayed with missing marks clearly labelled.
Have an effective means for the user to identify which marks are to be estimated.
Present the estimated mark with supporting information (for example, task average).
Allow the markbook to be exported (as csv) with estimated marks incorporated.
The testing and evaluation report will incorporate: 
evidence of thorough testing
thoughtful discussion and evaluation of the social and ethical issues.
1. 

[bookmark: _Toc144274715][bookmark: _Toc193810289]Marking guidelines
Table 2 – assessment marking guidelines
	Grade
	Marking guideline descriptors

	A
	The student:
develops highly effective and clean code utilising effective programming methodology
provides comprehensive planning documentation with broad and strong training data
demonstrates an extensive understanding of designing and creating effective and accessible UIs
[bookmark: _Int_wAS4EuzJ]creates a solution that effectively estimates marks taking into account several factors
provides detailed information supporting their estimate
demonstrates an extensive ability to test and document their system and its impacts.

	B
	The student:
develops effective and clean code using effective programming methodology
provides effective planning documentation with relevant training data
demonstrates a thorough understanding of designing and creating clean and accessible UIs
creates a solution that provides a reasonable estimated mark using more than one factor
provides more than one piece of information supporting their estimate
demonstrates a thorough ability to test and document their system and its impacts.

	C
	The student:
develops sound code using some characteristics of effective programming methodology
provides valid planning documentation with relevant training data
demonstrates a sound understanding of designing and creating useable and accessible UIs
creates a solution that provides an estimated mark using a single factor
provides a relevant piece of information supporting their estimate
demonstrates a sound ability to test and document their system and its impacts.

	D
	The student:
develops basic code using effective programming methodology
provides limited planning documentation with some training data
demonstrates a basic understanding of designing and creating UIs
organises some data within the database and accesses attempts to access it with SQL
demonstrates an attempt to test and document their system.

	E
	The student:
identifies the requirements for the documentation and production of the system
demonstrates some understanding of designing and creating UIs.
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[bookmark: _Toc138256197][bookmark: _Toc193810290]Student-facing rubric
Table 3 – rubric for Software automation
	Criteria
	Outstanding
	High
	Sound
	Basic
	Limited

	Mark
	(5 marks)
	(4 marks)
	(3 marks)
	(2 marks)
	(1 marks)

	Project management
	
	
	
	
	

	Training data
	
	
	Useful training data is created that will allow the system to be tested from a variety of perspectives.
	Adequate training data is present that allows for the system to be tested. 
	An attempt has been made to create relevant training data.

	IPO tables
	IPO tables are presented correctly and outline a sophisticated plan for the processing in a concise manner.
	IPO tables are presented correctly and outline a well thought out plan for the processing.
	IPO tables are mostly presented correctly and represent the intended logic in a readable manner. 
	An attempt has been made to produce IPO tables representing some processing relevant to the scenario.
	An attempt has been made to produce IPO tables.

	Class diagram
	A relevant diagram has been presented correctly that outlines a thorough and concise structure for the code.
	A relevant diagram has been presented correctly that outlines a well thought out and clean structure for the code.
	A diagram is presented, mostly correctly, that outlines the intended structure for the code.
	An attempt to model the intended structure of the program through a diagram. The diagram contains some errors.
	An attempt has been made to use a diagram relevant to the system.

	Justification of model
	
	
	A relevant regression model has been selected and justified well.
	A relevant regression model has been selected but the justification could be stronger.
	An attempt has been made to link a regression model to the scenario. 

	Decision tree
	
	A valid decision tree presented correctly and cleanly with well thought through criteria.
	A valid decision tree, presented mostly correctly, with valid criteria.
	A decision tree is presented with some criteria relevant to the scenario.
	An attempt has been made to create a decision tree.

	Programming
	
	
	
	
	

	Overall structure
	Code is structured cleanly and neatly making for easy-to-follow code that is maintainable and extensible. Comments are used effectively to help convey the structure.
	Code is structured in an easy-to-follow manner with a logical structure. Comments are used appropriately to convey the overall structure.
	Code is mostly organised with a general structure that maps to the processing. Comments are present, helping to guide the reader.
	There is some general structure to the code. Comments are present outlining the purpose for some sections of code.
	An attempt has been made to structure code neatly.

	OOP layout
	A solid breakdown of code into classes making effective use of methods, attributes and OOP concepts.
	A logical breakdown of most code into classes making good use of methods, attributes and OOP concepts.
	Classes are used for a reasonable amount of the code with relevant use of methods, attributes and OOP concepts.
	Classes are used in some areas of the code, but their usage could be improved.
	An attempt has been made to use classes in the code.

	Intrinsic documentation
	
	
	Effective use of intrinsic documentation across all code that is present.
	Mostly effective use of intrinsic documentation adds to the readability and maintainability of the code.
	An attempt has been made to use intrinsic documentation techniques.

	Overall functionality
	
	
	
	
	

	Evidence of usability considerations 
	
	Submission demonstrates a sophisticated UI that is clean and unambiguous.
	Submission shows good consideration of usability. Interaction and presentation of data is sound. 
	Submission shows some consideration of usability. Interaction with the system works but there is room for improvement.
	An attempt has been made to incorporate usability in the submission

	Importing data
	
	[bookmark: _Int_m3i7tr22]Evidence of data wrangling by importing correctly and identifying and managing invalid data.
	Some evidence of data wrangling during import. Some invalid data is identified and indicated in some manner.
	Little evidence of data wrangling during import. Data is imported though it may not be reliable. Invalid data is not identified.
	An attempt has been made to import data from a file.

	Estimating mark
	A highly effective mechanism is created that estimates marks using several factors.
	An effective mechanism is created that estimates marks using more than one factor.
	A mechanism that creates a reasonable estimate based upon a single factor.
	A mechanism that creates an estimate though the estimate may not be that accurate.
	An attempt has been made to estimate a mark.

	Supporting information
	
	Several pieces of useful supporting information are presented in an effective manner.
	Some valid data is presented in a useable manner to support the estimate.
	Some data relevant to the scenario is present.
	An attempt has been made to show a piece of data.

	Testing and evaluation
	
	
	
	
	

	Testing
	Extensive testing is documented within the process diary and each task specification is addressed.
	Thorough testing is documented within the process diary and most task specifications are addressed.
	Some testing is documented within the process diary and task specifications are mentioned.
	Testing is mentioned within the process diary and task specifications may be included. 
	An attempt has been made to test the solution against the task's specifications.

	Social and ethical issues
	A thorough analysis of the potential impacts of the product from a variety of perspectives.
	A detailed analysis of the potential impacts of the product from several perspectives.
	A sound analysis of the potential impacts of the product.
	Some analysis of social and ethical issues relating to the product.
	An attempt has been made to discuss some issues relevant to the product.

	
	
	
	
	Total
	     /60
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[bookmark: _Toc193810291]Glossary
[image: ]Teachers may choose to cut up this table and provide a matching exercise for teams of students as a classroom challenge. Alternatively, they can empty the definition column and have students research the meaning and complete the table.
Teachers use professional judgement to adjust these definitions for their focus and context.
The following terms will gather more meaning as students work through this booklet.
Table 4 – glossary
	Term 
	Definition

	Algorithms
	A set of rules or instructions designed to perform a specific task or solve a problem; in machine learning, algorithms are used to make predictions from data.

	Artificial intelligence (AI)
	The simulation of human intelligence processes by machines, especially computer systems, including learning, reasoning and self-correction.

	Belief systems
	The set of principles and values that shape an individual's or group's worldview, influencing how they interact with technology and automation.

	Business process automation (BPA)
	The process of automating complex business processes and functions beyond just individual tasks, often involving multiple systems and stakeholders.

	Cultural protocols
	The established norms, values and practices within specific cultural groups that influence how technology is perceived and used.

	Data analysis and forecasting
	The process of inspecting, cleansing, transforming and modelling data to discover useful information for decision-making, often used for predicting future outcomes.

	Decision trees
	A decision support tool that uses a tree-like model of decisions and their possible consequences; widely used for classification and regression tasks.

	DevOps
	A set of practices that combines software development (Dev) and IT operations (Ops) to shorten the development lifecycle and improve software quality.

	Economy and distribution of wealth
	The influence of automation and AI on economic structures, including job displacement, income inequality and wealth distribution.

	Human and dataset source bias
	The biases that arise from human decisions in data collection and the inherent biases within the datasets used to train ML and AI models, affecting their fairness and accuracy.

	Image recognition
	The ability of a computer or software to identify and process images, typically using machine learning algorithms to classify and analyse visual data.

	K-nearest neighbour (KNN)
	A simple, non-parametric machine learning algorithm used for classification and regression by identifying the 'k' closest training examples in the feature space.

	Linear regression
	A statistical method that models the relationship between a dependent variable and one or more independent variables by fitting a linear equation to the observed data.

	Logistic regression
	A statistical method used for binary classification that models the probability of a categorical dependent variable based on one or more predictor variables.

	Machine learning (ML)
	A subset of artificial intelligence (AI) that enables systems to learn from data, improve their performance over time and make predictions without being explicitly programmed.

	Machine learning regression models
	Models used in machine learning to predict numeric values based on input features. These models learn from historical data to make predictions.

	Nature and skills required for employment
	The changing requirements for skills and job roles as automation and AI technologies evolve, impacting workforce development and training.

	Neural network models
	Computational models inspired by the human brain, consisting of interconnected nodes (neurons) that process input data and learn to make predictions through training.

	Neural networks
	A series of algorithms that mimic the operations of a human brain to recognise relationships in data; commonly used in deep learning to solve complex problems.

	Object-oriented programming (OOP)
	A programming paradigm based on the concept of ‘objects’, which can contain data and code: data in the form of fields (attributes) and code in the form of procedures (methods).

	Patterns in human behaviour
	Recognisable trends in how humans act or respond in various situations, which can influence the design and functionality of AI systems.

	Patterns related to acute stress response
	The identifiable reactions and behaviours exhibited by individuals during high-stress situations, which can inform the design of supportive AI systems.

	People with disability
	The focus on how automation and AI can affect individuals with disabilities, ensuring that technologies are inclusive and accessible.

	Polynomial regression
	A form of regression analysis that models the relationship between the independent variable and the dependent variable as an nth degree polynomial, capturing non-linear trends.

	Production efficiency, waste, and the environment
	The effects of automation on operational efficiency, resource usage and environmental sustainability in production processes.

	Programming for automation
	The process of writing code to create automated tasks and processes, often using various programming languages and tools to enhance efficiency and productivity.

	Psychological responses
	The mental and emotional reactions of individuals to stimuli, which can affect how they interact with technology and how systems are designed to support them.

	Reinforcement learning
	A type of machine learning where an agent learns to make decisions by taking actions in an environment to maximise cumulative reward, based on feedback from its actions.

	Robotic process automation (RPA)
	Technology that uses software robots to automate repetitive and rule-based tasks typically performed by humans in business processes.

	Safety of workers
	The consideration of how automation and AI technologies impact the health, safety and job security of workers in various industries.

	Semi-supervised learning
	A hybrid approach that combines supervised and unsupervised learning, using a small amount of labelled data alongside a larger amount of unlabelled data.

	Significance and impact of ML and AI
	The importance and effects of machine learning and artificial intelligence technologies on various aspects of life, including individuals, society and the environment.

	Software automation
	The use of technology to perform tasks with minimal human intervention, improving efficiency and consistency in processes.

	Supervised learning
	A type of machine learning where the model is trained on a labelled dataset, meaning that the algorithm learns from input-output pairs.

	Unsupervised learning
	A type of machine learning where the model is trained on data without labelled responses, allowing the algorithm to identify patterns and relationships in the data.

	Virtual personal assistants
	AI systems that assist users in performing tasks through voice or text commands, utilising natural language processing and machine learning.


Teacher note: for students learning English as an additional language or dialect (EAL/D), the completed glossary can be provided so that they have additional time to understand the key terms with bilingual dictionaries. The glossary can be provided to students in their preferred communication mode. Teachers may consider using semantic wave (PDF 422 KB) strategies to explore the meaning of these concepts.


[bookmark: _Toc141776408][bookmark: _Toc193810292]NESA glossary keywords
[image: ]NESA keywords can be used in the syllabus and in the Higher School Certificate examination. Familiarisation with these keywords can assist in understanding how to write and respond to questions.
Table 5 – NESA glossary keywords
	Key term
	Definition

	Apply
	Use, utilise, employ in a particular situation.

	Describe
	Provide characteristics and features.

	Explain
	Relate cause and effect; make the relationships between things evident; provide why and/or how.

	Investigate
	Plan, inquire into and draw conclusions about.


NESA: Glossary of key words
Teacher note: ‘develop’, ‘explore’, ‘select’ and ‘verify’ are verbs used in this topic though not listed in NESA’s Glossary of keywords.
Table 6 – key terms and definitions
	Key term
	Definition

	Develop
	Grow or cause to grow, improve or advance in skills, knowledge or processes over time.

	Explore
	Investigate or examine something in detail, with curiosity and discovery.

	Select
	Carefully choose or pick out from a group based on specific criteria or preferences.

	Verify
	Confirm the accuracy or truth of something, often through investigation or evidence.


[bookmark: _Toc193810293]Software automation
Software automation refers to the use of technology to perform tasks and processes with minimal human intervention.
Software automation uses algorithms, machine learning (ML) and automation techniques such as DevOps, robotic process automation (RPA) and business process automation (BPA) to enhance efficiency, accuracy and productivity in software development and operational processes.
[bookmark: _Toc193810294]Algorithms in machine learning
[bookmark: _Hlk188431342]Investigate how machine learning (ML) supports automation through the use of DevOps, robotic process automation (RPA) and business process automation (BPA)
Teacher note: students familiarise themselves with subject-specific terminology used in the Software Engineering course. Activities to help students understand these terms include research, cloze passages, predicting upcoming sections of text read by the teacher and engaging with videos provided by industry or academia while actively taking notes. In the digital examination Higher School Certificate, students will be required to respond to stimulus including video. Teachers can facilitate the development of this skill by playing videos with closed captions and by printing copies of the video transcripts to read, highlight and underline to reinforce the understanding acquired from the videos. The activities in this TSR should be delivered alongside the demonstration and discussion of the variety of ways to make notes, helping students to become independent learners. Where students need assistance to build understanding on unfamiliar content, teachers could recite the sample answers provided and require students to build their own notes with these responses. Application of the concepts and terminology via practical activities will consolidate understanding. Regular quizzes of the last lesson’s work will enhance understanding.


What is machine learning (ML)
[image: ]Activity 1: students watch Machine Learning Explained in 100 Seconds (2:34) and What is Machine Learning? (2:19) before responding to the questions below.
1. Provide a definition of machine learning in the space provided.
	Machine learning (ML) is a branch of artificial intelligence (AI) that focuses on developing algorithms and models that enable computers to learn from data and make predictions or decisions without being explicitly programmed for each task. It’s about teaching machines to recognise patterns and improve their performance over time based on experience. Instead of writing specific instructions for every task, we provide the computer with data and let it figure out how to perform the task on its own.


Provide an explanation of how machine learning works using the keywords: data, algorithms, training and testing in the space provided below.
	The foundation of machine learning is data. This could be anything from numbers and text to images and audio. The more relevant data you have, the better the machine can learn. Machine learning algorithms are mathematical procedures that the computer uses to learn from data. Different algorithms are suited for different types of tasks. During the training phase, the machine learns from a dataset by finding patterns and relationships within the data. It uses this information to make predictions or decisions. After training, the model is tested with new data to evaluate its performance. This step checks how well the model can generalise its learning to unseen data.


Provide a description of the main types of machine learning in the space provided.
	Supervised learning: a model is trained on a labelled dataset, meaning that the data includes both the input and the correct output (label). The model learns to predict the output based on the input data. For example, predicting house prices based on features like size and location.
Unsupervised learning: here, the model is trained on data without labelled outputs. It tries to find patterns or groupings in the data on its own. For example, clustering customers based on purchasing behaviour without prior labels.
Reinforcement learning: in this approach, the model learns by interacting with an environment. After a series of steps, it receives feedback in the form of rewards or penalties. Using this feedback, the model is updated. This process of interacting with the environment and updating the model based on feedback is repeated many times until the model makes optimal decisions. Reinforcement learning is often used in scenarios like gameplaying or robotics.


Provide a description of where machine learning is applied in the space provided.
	Image recognition: ML algorithms can identify objects, people and scenes in images, such as those used in facial recognition systems.
Natural language processing (NLP): this allows computers to understand and interpret human language, enabling applications like chatbots and language translation.
Recommendation systems: services like Netflix and Amazon use ML to recommend movies or products based on user preferences and behaviours.
Fraud detection: financial institutions use ML to analyse transactions and detect suspicious activity that may indicate fraud.


Identify some of the challenges in using machine learning in the space provided.
	Quality of data: the success of an ML model heavily depends on the quality and quantity of the data used for training.
Overfitting: this occurs when a model learns the training data too well, including noise and outliers, making it perform poorly on new data.
Bias: if the training data is biased or unrepresentative, the model can perpetuate those biases in its predictions or decisions.




[image: ]Activity 2: students complete the following cloze passage summary of machine learning: Fill in the blanks with the appropriate words from the list below:
technology
data
algorithms
decisions
explicitly
experience
transform
industries
applications

Machine learning is a powerful __________ that enables computers to learn from __________ and make __________ without being __________ programmed for every task. By understanding __________, applying __________ and continuously improving through __________, ML has the potential to __________ various __________ and __________.

Answer
Machine learning is a powerful technology that enables computers to learn from data and make decisions without being explicitly programmed for every task. By understanding data, applying algorithms and continuously improving through experience, ML has the potential to transform various industries and applications.


Teacher note: 
The following jigsaw activities enable students to distinguish between DevOps, business process automation (BPA), robotic process automation (RPA) and MLOps. These are closely related concepts within process improvement and automation but serve different purposes and have distinct characteristics.
DevOps is a set of practices, tools and a cultural philosophy that automate and integrate the processes between software development and IT teams. It emphasises team empowerment, cross-team communication and collaboration, and technology automation.
BPA refers to the use of technology to automate complex business processes and functions beyond just individual tasks. It involves the integration and optimisation of various processes within an organisation to improve efficiency, reduce costs and enhance productivity.
RPA is a specific form of automation that uses software robots (or ‘bots’) to automate repetitive, rule-based tasks typically performed by humans. It focuses on automating individual tasks within existing workflows, often interacting with user interfaces in the same way that a human would. RPA can be considered a subset of BPA. BPA encompasses broader process automation initiatives involving strategic changes and integrated systems. RPA specifically focuses on automating individual tasks within those processes.
RPA is a tool within a BPA framework, allowing organisations to achieve automation of specific tasks as part of a larger effort to optimise and automate business processes. By automating repetitive tasks with RPA, businesses can free up human resources to focus on more strategic activities and process improvements.
MLOps (machine learning automation through DevOps) is the automated process of designing, training and deploying machine learning models. It borrows many of the same principles and practices used in DevOps, bringing together the teams involved in developing machine learning models and the operational teams involved in deploying and supporting the models in production. Upon completion of the jigsaw activities, students apply their knowledge to the school library scenario. Other scenarios are provided for discussion.


Activity 3[image: ]: Jigsaw
Jigsaw activities are an effective way to build collaboration and cover large amounts of content in an efficient and engaging way. Jigsaw activities necessitate students work alongside classmates they may not otherwise work with. This is both closer to real-world industry practice and builds collegiality in the classroom. Teachers are advised to change teams in each jigsaw activity to maximise interaction between different students and approximate industry practice. This example uses 9 students. Groups can be smaller (2 students each) or bigger (4 students each) or approximated to any other multiples based on the size of the class.
Step 1:
The class is separated into teams. Each team has 3 students. These teams are labelled A, B, C and so on. The teacher numbers each member of the team: 1, 2 or 3. 
Figure 1 – create teams
[image: Example diagram of the process for creating teams as outlined in Step 1.]
Step 2:
All ones then form a group responsible for researching DevOps.
All twos then form a group responsible for researching robotic process automation (RPA).
All the threes then form a group responsible for researching business process automation (BPA).
Each group brainstorms and researches their topic including a definition (What is it?) and key concepts (how it works).
Figure 2 – create groups
[image: Example diagram of the process for creating groups as outlined in Step 2.]
Step 3: 
Groups reform into teams (A, B, C and so on) to combine each of their findings into a single presentation that summarises: ‘how machine learning (ML) supports automation through the use of DevOps, robotic process automation (RPA) and business process automation (BPA)’.
Figure 3 – re-form teams
[image: Example diagram of the process for re-forming teams as outlined in Step 3.]
Step 4:
Teams apply their understanding to a scenario they are familiar with, for example ‘The school library upgrade with machine learning’. Teams compile research notes into a slide deck for course notes.


[image: ]Activity 3.1: DevOp group watch What is DevOps in Simple English? (7:06) and What is DevOps? REALLY understand it | DevOps vs SRE (35:32).
The world-leading DevOps software tool is a Sydney-based software company called Jira by Atlassian.
1. DevOp group – provide a definition of DevOp in the space provided below.
	DevOps is a set of practices and cultural philosophies that aim to improve collaboration and communication between software development (Dev) and IT operations (Ops) teams. 
The goal of DevOps is to shorten the development lifecycle, increase the frequency of software releases and improve the quality and reliability of the software being delivered.


DevOp group – identify the key concepts of DevOps in the space provided below.
	Traditional software development often involves separate teams working in silos. Developers create software, while operations teams manage the infrastructure and deployment. In DevOps, these teams work together throughout the entire software development process. This collaboration leads to better understanding, shared goals and quicker problem-solving. DevOps emphasises automation of repetitive tasks such as code testing, integration, deployment and monitoring. This reduces human error, speeds up processes and allows teams to focus on more complex tasks. Developers frequently integrate their code changes into a shared repository. Automated tests are run to ensure that new code does not break existing functionality. After passing the tests, code changes are automatically deployed to production (the live environment) with minimal manual intervention. This allows for faster delivery of new features and bug fixes. DevOps encourages continuous monitoring of applications and infrastructure. This helps teams identify issues quickly and gather feedback on performance and user experience. Feedback loops enable teams to make informed decisions and continuously improve their software and processes. A DevOps culture promotes experimentation, learning from failures and adapting based on feedback. Teams are encouraged to take risks and innovate without the fear of repercussions from mistakes. This culture fosters a growth mindset, where teams continuously improve their skills and processes.


DevOp group – describe the benefits of DevOps in the space provided below.
	Teams can release software updates and new features more quickly, responding to user needs and market demands. Automation and continuous testing reduce bugs and improve the overall quality of software. Teams collaborate more effectively, leading to improved communication and shared responsibility for the software. Automation of repetitive tasks allows teams to focus on more valuable work, reducing time spent on manual processes.


DevOp group – provide a summary of DevOps for course notes and a slide deck in the space provided below.
	DevOps is about breaking down barriers between development and operations teams to create a more efficient, collaborative and automated process for building, testing and deploying software. By embracing DevOps practices, organisations can deliver high-quality software faster and respond better to user needs and changes in the market. It’s a way of thinking that prioritises communication, automation and continuous improvement!


[image: ]What is RPA?
Activity 3.2: RPA group – watch and take notes on the following videos:
RPA in 5 Minutes | What Is RPA -– Robotic Process Automation? (5:34)
Introduction to Robotic Process Automation (RPA) (4:39)
What is RPA (Robotic Process Automation)? | Automation Anywhere (7:45)
1. RPA group – provide a definition of robotic process automation (RPA) in the space provided below.
	Robotic process automation (RPA) is a technology that allows software robots (or ‘bots’) to automate repetitive and rule-based tasks that are typically performed by humans on a computer. RPA is designed to help businesses improve efficiency, reduce errors and free up human workers to focus on more complex and value-added activities. These software robots mimic human actions in digital systems. They can interact with applications and systems just like a human would, performing tasks such as data entry, data extraction and processing transactions.


RPA group – provide an explanation of how robotic process automation (RPA) works in the space provided below.
	RPA systems develop action lists by watching the user perform tasks in the application's graphical user interface (GUI) and then perform the automation by repeating those tasks directly in the GUI. The important difference is that RPA bots are not pre-programmed with what actions to do but learn by observing what a user does. It can perform tasks like:
logging into applications: just like a human user would
navigating through screens: clicking buttons, entering data and making selections
copying and pasting data: moving information from one application to another
reading and interpreting data: extracting information from documents or databases
generating reports: compiling data and creating summaries.


RPA group – provide detail on the benefits of robotic process automation (RPA) in the space provided below. 
Teacher note: this question should be posed using the 5 whys strategy to extract more thoughtful responses.
	Bots can work 24/7 without breaks, completing tasks much faster than humans, increasing efficiency. By following consistent rules, RPA minimises human errors that can occur during manual data entry or processing. Automating repetitive tasks can reduce labour costs and allow employees to focus on more strategic work. RPA can be easily scaled up or down based on the organisation's needs, making it flexible for changing workloads.


RPA group – provide common cases where robotic process automation (RPA) is used in the space provided below. 
	Automating the entry of data into databases or spreadsheets
Extracting information from invoices and entering it into accounting systems
Automating responses to common customer inquiries through chatbots
Compiling data from various sources and generating reports automatically


RPA group – suggest a process that you (or your teacher) find frustrating that could be automated in the space provided below. 
	For teachers marking rolls, writing reports, filling in other administrative paperwork could be frustrating. Likewise, students may identify administrative type routines that are frustrating in the school or casual work lives.


RPA group – provide a summary of RPA for course notes and a slide deck in the space provided below. 
	Robotic process automation (RPA) is a powerful technology that automates routine and repetitive tasks performed by humans on computers. By using software robots, RPA can enhance efficiency, reduce errors and allow employees to focus on more complex and valuable work. As businesses increasingly adopt RPA, it plays a crucial role in streamlining operations and improving productivity across various industries. RPA represents an exciting intersection of technology and business, showcasing how automation can transform the way work is done.


What is BPA?
[image: ]Activity 3.3: BPA group – watch and take notes on the following videos:
Why You Need to Automate Processes in Business & Life (11:27)
What is Business Process Automation? Pros, Cons, Mysths & Tips (3:51)
1. BPA group – provide a definition of business process automation (BPA) in the space provided below. 
	BPA refers to the use of software and technology to automate workflows, processes, and tasks within an organisation. It involves the integration of applications, restructuring of labour resources, and the use of digital tools to improve business performance.


BPA group – provide an explanation of how BPA works in the space provided below. 
	BPA involves several steps. Understanding and mapping out existing business processes to identify areas for automation, then designing automated workflows using software tools that define how tasks will be executed. Various systems and applications are connected to work together seamlessly. Automated processes are continuously monitored to ensure they are functioning correctly and making adjustments as needed.


BPA group – provide detail on the benefits of BPA. This question should be posed using the 5 whys strategy to extract more thoughtful responses in the space provided below. 
	By automating processes, tasks can be completed faster and with fewer errors. This allows employees to focus on more strategic and creative activities rather than repetitive work. Automating processes can lead to significant cost reductions by minimising labour costs and reducing the time spent on manual tasks. Automated processes are more consistent than human-performed tasks, which can lead to fewer mistakes and higher quality output. BPA can help ensure that processes adhere to regulations and standards by maintaining consistent workflows and automatically logging actions taken.


BPA group – provide common cases where BPA is used in the space provided below. 
	Automating the collection, approval and payment of invoices can streamline the accounts payable process, reduce errors and speed up payments. Automating the onboarding process for new employees, including filling out forms, training schedules and equipment provisioning, can enhance the experience and ensure consistency. Using chatbots to handle common customer inquiries can free up human agents to deal with more complex issues. Automating email marketing campaigns, social media posts and customer segmentation can enhance marketing efficiency and effectiveness.


BPA group – provide a summary of BPA for course notes and a slide deck in the space provided below.
	Business process automation (BPA) involves using technology to streamline and automate complex business processes to improve efficiency, reduce costs, and enhance accuracy. By automating workflows, organisations can free up human resources for more strategic tasks, ensure consistent quality, and respond more quickly to changes. BPA represents an exciting area of technology that combines process improvement, software development and business strategy to drive efficiency in organisations.


[bookmark: _Int_nYt8vXvu]Teacher note: Activities 4 to 10: 
Teams will be required to refer to NESA’s Course specifications (machine learning automation through DevOps) for the Software Engineering 11–12 Syllabus and apply what they have learned about DevOps to the following scenario.
The school library upgrade with machine learning
A school community wants its library to improve services and make things easier for students and staff. The library has many processes, like checking out books, managing inventory and handling requests for new books. Improvements can be made through software automation of these processes.
[bookmark: _Hlk188431582]Activity 4[image: ]: students complete the cloze passage below to describe the following scenario: ‘The school library upgrade with machine learning’.
Word list: DevOps, BPA, RPA, ML
Scenario
A school community wants its library to improve services and make things easier for students and staff. The library has many processes, include checking out books, managing inventory and handling requests for new books. The principal and school executive decide to form a special team called the ‘Library improvement team’ to work on making the library more efficient. 
This team includes librarians, IT staff and students. They use a practice called _____, which combines development (the people who create new systems) and operations (the people who manage them). The team works together to create a new online system for checking out books. They meet regularly to share ideas, solve problems and make sure the system is user-friendly. This collaboration helps them quickly improve the library's services based on feedback from students and staff. 
The library improvement team notices that checking out books and managing inventory takes a lot of time and effort. To solve this, they decide to implement ____. 
The team creates an automated system that allows students to check out books online. When a student checks out a book, the system automatically updates the inventory, sends a notification to the librarian and records the transaction. This automation simplifies the process, reduces waiting time and makes it easier for everyone.
Even with the new automated system there are still some repetitive tasks that take up a lot of time, like entering data about new books into the system. The team decide to use ____ to help with these specific tasks. The team uses ____ to create a ‘robot’ that automatically enters data about new books into the library system from a spreadsheet provided by publishers. Instead of a librarian having to do this manually, the robot completes the task quickly and accurately. This allows librarians to focus on helping students instead of doing repetitive data entry. 
To further enhance the library's services, the library improvement team decides to use ____. They want to make the library more responsive to student needs and preferences. The team gathers data on which books are borrowed most often, what genres students enjoy and how frequently certain books are requested. They use this data to train a machine learning model that can predict which books students are likely to want in the future. The ML model creates a recommendation system that suggests books to students based on their previous borrowing history and the preferences of similar users. When students log into the library system, they see personalised recommendations, making it easier for them to find books they will enjoy. Additionally, the ML model helps librarians manage inventory by predicting which books are likely to be checked out soon. This allows the library to adjust its stock and ensure popular titles are always available.
Teacher note: compared to the use of MLOps in big business this example may appear trivial however it allows students to apply their understanding to a scenario with which they are familiar. 
Activity 5[image: ]: teachers cut up the table to separate the term from the description.
Students match the term with the description based on the scenario.
Table 7 – school library upgrade – terms and descriptions
	Term
	Description

	DevOps
	Fosters collaboration among different roles to create better systems.

	BPA
	Automates entire processes to save time and improve efficiency.

	RPA
	Automates specific, repetitive tasks to free up human resources for more valuable work.

	ML
	Provides insights and recommendations that enhance user experience and improve inventory management.


Activity 6[image: ]: using colour coding, students identify the 3 stages of MLOps used in the ‘The school library upgrade with machine learning’ scenario.
MLOps is the automated process of designing, training and deploying machine learning models. It borrows many of the same principles and practices used in DevOps, bringing together the teams involved in developing machine learning models and the operational teams involved in deploying and supporting the models in production. (NESA 2023)
Figure 4 – MLOPs cycle
[image: Diagram depicting the interaction between stages of the machine learning operations cycle.

]
© NSW Education Standards Authority (NESA) for and on behalf of the Crown in right of the State of New South Wales, 2023.
The 3 stages of MLOps
Design
· Defining the business problem to be solved
· Refactoring the business problem into a machine learning problem
· Defining success metrics
· Researching available data
Model development
· Data wrangling* 
· Feature engineering 
· Model training 
· Model testing and validation
Operations
· Model deployment
· Supporting operations/use
· Monitoring model performance
Extension: students applying MLOps to their project consider the levels of MLOps.


[image: ]Activity 7: students identify the MLOps stages in the ‘The school library upgrade with machine learning’ scenario.
Table 8 – Design stage
	[bookmark: _Hlk187054997]Define the problem to be solved
	The library wants to improve services for students and staff, specifically in checking out books, managing inventory, and handling requests for new books.

	Reframe the problem into a machine learning problem
	The team refines the problem into a machine learning context by identifying the need to predict which books students will likely want in the future based on their borrowing history and preferences.

	Define measures of success
	Success metrics could include the accuracy of book recommendations, user satisfaction scores, and the reduction in the time taken for librarians to manage inventory and check out processes.

	Research available data
	The team gathers data on borrowing patterns, genres preferred by students, frequency of requests for new books, and other relevant data that can help train the ML model.




Table 9 – Model development stage
	Wrangle the data
	The team cleans and prepares the data collected from various sources, such as library records and user feedback, ensuring it is suitable for analysis.
Data wrangling involves removing null and duplicate data and normalising the data to improve the speed and accuracy of the fit.

	Engineer new features
	The team creates new features from the data, such as categorising books by genre, identifying peak borrowing times, and generating user profiles based on borrowing history. They calculate the average count of borrows in each genre to improve the accuracy of recommender system

	Train the model
	Using the prepared data, the team trains a machine learning model to predict which books students are likely to check out based on their past behaviour and preferences.

	Test and validate the model
	The team tests the model using a validation dataset to ensure its predictions are accurate and reliable. They may adjust model parameters based on its performance in this phase.




Table 10 – Operation stage
	Implement the model
	The trained machine learning model is integrated into the library's online system, allowing it to make real-time recommendations to students when they log in.

	Support operations and use
	The library improvement team provides support for using the system, ensuring that librarians and students can easily access and benefit from the recommendations.

	Monitor the performance of the model:
	Using the prepared data, the team trains a machine learning model to predict which books students are likely to check out based on their past behaviour and preferences.

	Test and validate the model
	The team continuously monitors the model's performance by tracking user engagement with recommendations, feedback from students, and adjustments to inventory based on predictions. If the model's accuracy declines or user satisfaction decreases, they will investigate and refine the model as needed.




Activity 8[image: ]: students visit What is MLOps? to contrast and compare MLOps and DevOps.
Contrast
Table 11 – key differences between MLOps and DevOps
	MLOps vs DevOps
	Differences

	Scope
	DevOps focuses on the software development life cycle.
MLOps focuses on the ML life cycle.

	Complexity
	ML models are often more complex than traditional software applications, requiring specialized tools and techniques for development and deployment.

	Data
	ML models rely on data for training and inference, which introduces additional challenges for managing and processing data.

	Regulation
	ML models may be subject to regulatory requirements, which can impact the development and deployment process.


Compare
	MLOps and DevOps share some common principles, such as the importance of collaboration, automation and continuous improvement.


Activity 9[image: ]: students list and describe other scenarios from school-based systems and processes that could use DevOps, robotic process automation (RPA), business process automation (BPA) and machine learning (ML) to support automation in their school environment.
Students complete Table 12 on the following page.
Teacher note: students may consider developing one of these scenarios into a solution for the Software engineering project.


[bookmark: _Ref193450405][bookmark: _Ref192763994]Table 12 – automation in school-based systems and processes matrix
	Scenarios
	DevOps
	BPA
	RPA
	ML

	Student enrolment process
	A cross-functional team collaborates to develop and deploy an online enrolment system that integrates with existing student databases.
	Automate the enrolment process by allowing students to fill out forms online, which then automatically updates the school’s database and sends confirmation emails.
	Use bots to extract data from paper forms or email submissions and input it into the enrolment system.
	Implement predictive analytics to forecast enrolment numbers based on historical data, helping the school plan for resources accordingly.

	Grade management system
	Teams work together to continuously improve a digital grading system that integrates with learning management software.
	Automate the process of grade calculations and reporting, allowing teachers to focus on instruction instead of paperwork.
	Use bots to gather grades from different sources (like tests, assignments, and projects) and compile them into a single report automatically.
	Develop algorithms to identify trends in student performance and provide insights for teachers to offer targeted support.

	Attendance tracking
	Continuous collaboration between administration and IT to enhance attendance tracking software.
	Automate attendance recording through an online system where teachers can mark attendance digitally.
	Use bots to process attendance data, generating reports and notifying parents of absences automatically.
	Analyse attendance patterns to identify students at risk of dropping out and flag them for intervention.

	Event planning and coordination
	A team collaborates to develop a school event management platform that integrates with calendars and communication tools.
	Automate the process of scheduling events, sending invites and managing RSVPs through an online portal.
	Use bots to compile event feedback forms and generate summary reports for future planning.
	Analyse past event data to determine which types of events are most popular with students and adjust future planning accordingly.

	Homework and assignment submissions
	Teachers and IT staff collaborate to improve a homework submission platform that integrates with grading systems.
	Automate the homework submission process, allowing students to upload assignments directly online.
	Implement bots to check for plagiarism or format issues in submitted assignments and notify teachers of any concerns.
	Use machine learning to analyse assignment submissions and provide personalised feedback to students based on common errors.

	Parent-teacher communication
	Teams work together to build and maintain a communication platform for parents and teachers.
	Automate the scheduling of parent-teacher conferences and send reminders to parents automatically.
	Use bots to gather reports on student performance and send them to parents through email or a dedicated app.
	Analyse communication patterns to identify when parents are most responsive and optimise communication strategies accordingly.

	Resource allocation and budgeting
	Finance and administration teams collaborate to create a budgeting tool that integrates with school finance systems.
	Automate the process of tracking resource usage (like classroom supplies or technology) and generating budget reports.
	Use bots to collect data from multiple sources (for example, purchase orders, invoices) and compile it for financial reporting.
	Implement predictive analytics to forecast future resource needs based on past spending and usage trends.

	Other
	
	
	
	




[bookmark: _Hlk188432586]Distinguish between artificial intelligence (AI) and ML
Activity 10[image: ]: students watch AI vs Machine Learning (5:48) and make notes on the key differences between AI and ML. 
1. Summarise the key concepts in the video in the space provided below.
	Definitions
Artificial intelligence (AI) is the capability of a machine to mimic human intelligence and perform tasks that typically require human intelligence, such as reasoning, discovering new information, and inferring data from various sources.
Machine learning (ML) is a subset of AI that focuses on the ability of machines to learn from data and make predictions or decisions without being explicitly programmed.
The relationship between AI and ML
AI vs ML: instead of thinking of AI and ML as opposing concepts, they should be seen as interconnected.
Subset vs superset: machine learning is a subset of AI, meaning that all ML is AI, but not all AI is ML. AI encompasses a broader range of technologies and applications beyond ML.
Types of machine learning
Supervised learning involves training a model on a labelled dataset where the human oversight provides guidance through labels.
Unsupervised learning is where the model learns from data without explicit labels, discovering patterns or relationships on its own.
Deep learning (DL) is a subfield of ML that uses neural networks with multiple layers (deep networks) to model complex relationships in data. While deep learning can provide valuable insights, it may lack transparency in how its derived.


Activity 11[image: ]: create a diagram to explain the relationship between AI and ML.


	[image: Sample answer explaining the relationship between AI and ML.]


[image: ]Activity 12: students visit Difference Between Machine Learning and Artificial Intelligence and Artificial intelligence (AI) vs. machine learning (ML) to research the difference between AI and ML. They are presented with an incomplete table (in bold) and are to suggest a distinguishing feature for the other technology.
Classifications of areas and subsets that comprise AI can also be found at AI4K12.
Table 13 – artificial intelligence versus machine learning
	[bookmark: _Hlk192764444]Artificial intelligence
	Machine learning

	A technology which enables a machine to simulate human behaviour.
	A subset of AI which allows a machine to automatically learn from past data without programming explicitly.

	The goal is to make a smart computer system, like humans, to solve complex problems.
	The goal is to allow machines to learn from data so that they can give accurate output.

	Intelligent systems to perform a task like a human.
	Teaching machines with data to perform a particular task and give an accurate result.

	Machine learning is a subset of AI, deep learning is a subset of ML.
	Deep learning is a main subset of machine learning.

	has a very wide range of scope
	has a limited scope

	is concerned about maximizing the chances of success
	concerned about accuracy and patterns

	Applications include Siri, customer support using chatbots, expert system, online game playing, intelligent humanoid robot and so on.
	Applications include online recommender system, Google search algorithms, Facebook auto friend tagging suggestions and so on.

	Two types: general (strong) and narrow (weak)
	Three types: supervised learning, unsupervised learning and reinforcement learning.

	includes learning, reasoning and self-correction.
	includes learning and self-correction when introduced with new data.

	Deals with structured, semi-structured and unstructured data.
	Deals with structured and semi-structured data.


[bookmark: _Hlk188432844]Explore models of training ML
Including: supervised learning, unsupervised learning, semi-supervised learning, reinforcement learning
Google’s Teachable Machine uses a form of supervised learning for training machine learning (ML) models. This approach is particularly user-friendly and designed to allow users, even those without extensive programming or ML expertise, to create models easily.
It is an engaging entry point for students to consider the power and potential of machine learning while considering how it compares with and differs from the models included in the syllabus.
Teacher note: for students that have enjoyed the Year 11 Mechatronics unit there are many real-world projects that use (for example) an Arduino and Servos along with the teachable machine to sort based on image recognition. Students could consider this a model to controlling stock with gates or sorting seeds for planting. 
Students may be inspired by Google labs or Experiments with Google. 
Google’s Teachable Machine uses transfer learning to allow users to train machine learning models in an accessible and efficient manner. By building upon pre-trained models and providing a simple interface for training, it empowers users to create custom ML models for various applications without requiring deep technical knowledge in machine learning.
Activity 13: [image: ]Google’s Teachable Machine (group activity)
Step 1: students form teams of 3.
Step 2: students watch Teachable Machine Tutorial 1: Gather (2:15).
Step 3: students open Teachable Machine. 
Step 4: teams gather and group examples from the webcam, microphone or upload images into classes or categories, that they want the computer to learn.
· One student uses images
· One student uses sounds
· One student uses poses
Step 5: students watch Teachable machine Tutorial 2: Train (0:54).
Step 6: students watch Teachable machine Tutorial 3: Export (0:59).
Step 7: students improve their models by further training and investigating ‘under the hood’.
Activity 14[image: ]: students watch and take notes on the following videos.
Teacher note: these videos could also be delivered as homework using a flipped classroom approach.
Supervised learning
Supervised Learning: Crash Course AI #2 (15:22)
Machine Learning Basics: Supervised v Unsupervised (6:12)
Supervised & Unsupervised Machine Learning (11:45)
Unsupervised learning
Unsupervised Learning: Crash Course AI #6 (12:34)
Semi-supervised learning
Reinforcement learning
Reinforcement Learning: Crash Course AI #9 (11:27)
Extension: A Machine Learning Primer: How to Build an ML Model (13:47)
Activity 15: students work through Google’s foundational course on machine learning by completing the Introduction to Machine Learning.
Activity 16: students apply their understanding from the videos and Google’s Introduction to Machine Learning to complete the following table, describing each of the learning models.


[bookmark: _Ref193450670][bookmark: _Ref193268279]Table 14 – learning models 
	Learning model
	Definition
	Example

	Supervised
	The model is trained on a labelled dataset, meaning that each training example comes with the correct output (label). The model learns to map inputs to outputs based on this labelled data.
	Image classification, where you might train a model to recognise pictures of cats and dogs using a dataset where each image is labelled as ‘cat’ or ‘dog’.

	Unsupervised
	The model is trained on data without any labels. The goal is to identify patterns or groupings in the data without knowing the correct outputs beforehand.
	Clustering customers based on purchasing behaviour is a typical application of unsupervised learning, where the model tries to group similar customers together without predefined categories.

	Semi-supervised
	A middle ground between supervised and unsupervised learning. It involves using a small amount of labelled data alongside a larger amount of unlabelled data. This approach helps improve model performance while reducing the need for extensive labelled datasets.
	You might have a few labelled images of cats and dogs but a large collection of unlabelled images. The model can learn from both the labelled and unlabelled data to improve its classification abilities.

	Reinforcement
	A type of learning where an agent learns to make decisions by interacting with an environment. The agent receives rewards or penalties based on its actions and learns to maximise the cumulative reward over time.
	Training an AI to play a game. The AI learns which moves are beneficial (rewarding) and which are detrimental (penalising) based on the outcomes of its actions.



Activity 17[image: ]: students summarise the completed Table 14 above.
	Google Teachable Machine employs a supervised learning approach through transfer learning. This is different from unsupervised learning, semi-supervised learning and reinforcement learning based on how data is used, and on the goals of the learning. Each type of learning has its own purpose and way of working, but they are all part of machine learning.


[image: ]Extension: role-play. Students are placed into 4 teams.
1. Supervised learning: learning from labelled data to predict outcomes.
One student acts as the ‘teacher’ (providing labels) and others as ‘data points’ (labelled examples). The teacher shows a set of fruits (for example, apples, oranges) with labels. Students must learn to identify these fruits based on the provided labels and then classify new, unlabelled fruits correctly.
6. Unsupervised learning: finding patterns or groupings in unlabelled data. Students will act as ‘data points’ that must work together to find patterns without guidance. Students are given a mix of different shapes (for example, circles, triangles, squares) and must group them based on similarities without any guidance.
7. Semi-supervised learning: combining a small amount of labelled data with a large amount of unlabelled data. Some students will be ‘labelled data points’ and others will be ‘unlabelled data points’, collaborating to learn and predict. Provide a few labelled fruits and many unlabelled ones. Students will discuss how they can use the labelled examples to make educated guesses about the unlabelled ones.
8. Reinforcement learning: learning through trial and error, receiving feedback from actions taken. One student is the ‘agent’ (making decisions), while others act as the ‘environment’ (providing rewards or penalties based on the agent's actions). The agent tries to navigate a maze (drawn on the floor) to find a treasure while the environment gives feedback (claps for right turns, boos for wrong turns).
Each team presents their role-play scenario, explaining how their activity demonstrated their assigned learning type.
[bookmark: _Hlk188433367]Investigate common applications of key ML algorithms
[image: ]Including: data analysis and forecasting, virtual personal assistants, image recognition 
Activity 18: quiz to check for students understanding. 
1. Define ‘variable’ in the context of machine learning.
	In a machine learning context, a variable is a characteristic, property or feature that can change and is used to represent data.
Variables are fundamental to understanding how machine learning models work because they provide the information that the models use to learn and make predictions.


What types of variables are used in machine learning? Provide examples.
	Features are independent input variables used by the machine learning model to make predictions. For example, in a dataset about houses, features might include the size of the house (in square metres), the number of bedrooms, the location and the age of the house. Each of these characteristics helps the model understand what influences the price of a house.
Targets are dependent output variables that the model is trying to predict. The target variable is what you want to learn about based on the features. For example, with the house dataset, the target variable could be the price of the house. The model will use the features to predict this price.
Labels are previously known true values of a target variable. They are used during training and testing of supervised ML systems.


Imagine you are building a machine learning model to predict whether a student will pass or fail a test based on their study habits. What would be the features and target variable?
	Features could include study hours per week, attendance rate, previous test scores and participation in study groups. The target would be Pass or Fail (this could be represented as 1 for ‘Pass’ and 0 for ‘Fail’)
In this example, the features provide the information the model uses to make predictions about the student's performance. The target variable is the outcome we want to predict based on those features.


Choosing the right features and understanding their relationships with the target variable is crucial for building effective machine learning models. Identify the features required for your assessment task.
A student named Alex missed a maths exam. 
Her teacher needs to predict Alex's score and has been told that machine learning can predict a student's mark on a missed assessment by analysing historical data, identifying patterns and using these patterns to make informed predictions. 
Alex’s maths teacher has also been told that you are studying machine learning and may be able to help. 
[bookmark: _Hlk188433478]Homework: students watch How to choose the Right Machine Learning Algorithm (23:04).
Activity 19[image: ]: complete the decision tree (21:49 of video) to choose the right machine learning algorithm.
	[image: Sample student decision tree to help choose the right machine learning algorithm.]



Activity 20[image: ]: students research the common applications of key ML algorithms using the below resources.
10 Top Machine Learning Algorithms & Their Use-Cases
Exploring 11 popular machine learning algorithms
[bookmark: _Hlk188433671]Activity 21[image: ]: students form 3 teams to investigate common applications of key ML algorithms:
Team 1 investigates data analysis and forecasting
Team 2 investigates virtual personal assistants
Team 3 investigates image recognition.
Each team explores a case study and identifies algorithms used.
[bookmark: _Hlk188433802]Each team presents their findings to the class including a brief explanation of how their algorithms work. These presentations should form part of the class study notes.
Teacher note: the algorithms described in these case studies go beyond the scope of the Software Engineering Syllabus and require only the simplest description. Teachers ensure that a prerequisite of these activities includes watching and discussing Understanding Neural Networks and AI (9:20) and Neural Networks Explained in 5 minutes (4:31) with reference to page 29 of the Software Engineering course specifications. These concepts are covered in greater detail when students research models used by software engineers to design and analyse ML.
The algorithms refenced in these case studies have been included to inspire students with the understanding that this is a rapidly changing field.


[bookmark: _Hlk187159665]Case study – data analysis and forecasting
A medium-sized company in the retail industry have employed your team to investigate how key machine learning algorithms can be applied in data analysis and forecasting to improve inventory management, sales predictions and customer insights in a retail environment. ‘RetailCo’ specialises in clothing and accessories. They have multiple locations and an online store and face challenges in inventory management, understanding customer preferences and accurately forecasting sales. To address these challenges, RetailCo have employed your team to implement machine learning algorithms to analyse data and improve operational efficiency.
Your team have advised RetailCo to use a Random Forest algorithm to analyse historical sales data, seasonality and trends to optimise inventory levels across its stores. The model will take into account various factors, such as local events, holidays and promotions. You’ll use historical sales data from the past 3 years collected and pre-processed. Features are created, including day of the week, month, promotional events and weather conditions. The Random Forest model is trained to predict the optimal stock levels for each product category in each store.
You also advise RetailCo to use K-Means Clustering to segment its customer base based on purchasing behaviour, preferences and demographics to enable targeted marketing campaigns. You’ll use customer purchase data, including purchase frequency, average transaction value and product categories. K-Means clustering is applied to identify distinct customer segments.


[bookmark: _Hlk187158257]Case study – virtual personal assistants
‘SmartAssistant’ is a leading technology company developing a virtual personal assistant application. It aims to streamline daily tasks for users by using advanced machine learning techniques. With an increasing number of users relying on VPAs for managing schedules, answering questions, and controlling smart home devices, SmartAssistant have approached your team to investigate and explain how key machine learning algorithms are applied in virtual personal assistants (VPAs) to enhance user experience, improve task accuracy, and provide personalised recommendations.
Your team have advised SmartAssistant to use Deep Neural Networks (DNNs) (5:31) for voice recognition to accurately transcribe user speech into text, enabling effective interaction. The DNN model was trained on diverse audio samples covering various accents, dialects, and background noises. Feature extraction techniques were employed to identify phonemes and words within the audio signals. Continuous learning was applied to adapt to users' unique speech patterns.
Your team have advised SmartAssistant to use Collaborative filtering to provide personalised recommendations for music, news, reminders and tasks based on user preferences. Your team collect user interaction data, including songs played, articles read, and tasks completed, to create user profiles. A user-item interaction matrix is developed and collaborative filtering algorithms identified similarities among users to suggest content. The system continuously updates recommendations based on ongoing user interactions.
Your team also advise SmartAssistant to employ reinforcement learning to improve its contextual understanding, allowing it to manage multi-turn conversations. This system will learn from user feedback and adapt its responses based on the context of ongoing conversations. It used reward-based system where positive user feedback increases the likelihood of similar responses in future interactions. The model is tested in various scenarios to refine its ability to manage complex queries.


Case study – image recognition
‘HealthVision’ is a medical technology company, developing an advanced image recognition system aimed at assisting radiologists in diagnosing diseases from medical images such as X-rays, MRIs and CT scans. They have employed your team to investigate and explain how key machine learning algorithms are applied in image recognition to enhance diagnostic accuracy and efficiency in medical imaging, especially in detecting diseases from radiology images. They need to reduce diagnostic errors and improve the speed of analysis, which is crucial for timely patient care.
Your team have advised HealthVision to use convolutional neural networks (CNNs) to classify medical images into different categories, such as identifying healthy tissues versus diseased tissues. Your team access a large dataset of labelled medical images, including examples of healthy and diseased cases. The CNN architecture is designed with multiple convolutional layers to automatically extract relevant features from the images. The model is trained using a supervised learning approach, adjusting parameters based on the classification accuracy during training.
To detect specific anomalies within medical images, such as tumours or lesions your team suggests the system implement Faster R-CNN The training dataset is marked up to indicate the locations of key features within the images. The Faster R-CNN model is trained to generate bounding boxes around detected irregularities and classify them. Your team recommend HealthVision employ U-Net, a convolutional network architecture designed for biomedical image segmentation, that outlines structures within medical images. This model is trained on images with pixel-level annotations to identify different structures, such as organs or lesions. To speed up the training process and improve accuracy, your team have advised HealthVision to use transfer learning with pre-trained CNN Models (for example, VGG16, ResNet) on ImageNet. The pre-trained models are fine-tuned on the medical imaging dataset, allowing the model to use knowledge gained from a large, diverse dataset. The top layers of the pre-trained networks were replaced with custom layers specific to the medical image classification tasks. The model was trained on a smaller dataset of medical images, significantly reducing the time required for training.


[bookmark: _Hlk188434401]Research models used by software engineers to design and analyse ML
Including: decision trees, neural networks 
Decision trees
Teacher note: decision trees are a versatile and widely used model in both traditional computing and modern machine learning (ML). While decision trees in traditional computing and machine learning share a common tree structure and decision-making framework, their applications, implementations and capabilities differ. Traditional decision trees are rule-based and static, making them suitable for straightforward decision-making processes. Decision trees in machine learning are dynamic models that learn from data, enabling them to handle complex tasks and adapt over time. Understanding these differences is essential for software engineering students when choosing the appropriate approach for their specific problems. Teachers are advised to explicitly differentiate the application of decision trees via a comparison of their use in traditional computing versus their use in machine learning by software engineers.
“A decision tree is a diagram that represents all possible combinations of decisions and their resulting actions. Branches are shown to describe the eventual action depending on the condition at the time. Each decision path will lead to either another decision or a final action.” (NESA 2023)


Activity 22[image: ]: students trace through the following decision trees to understand the logic that determines the smart temperature system and whether or not to purchase an SUV. Students discuss the types of variables used and their use in algorithm design. They should also consider whether the variables (features) are of equal importance in determining the target.
The following decision tree shows the rules in controlling the temperature system within a ‘smart’ house.
Figure 5 – decision trees
[image: A decision tree for automating temperature control.]
© NSW Education Standards Authority (NESA) for and on behalf of the Crown in right of the State of New South Wales, 2023.
The following diagram shows another way to represent a decision tree.
Figure 6 – decision tree example
[image: A decision tree for selecting which SUV to buy.]
© NSW Education Standards Authority (NESA) for and on behalf of the Crown in right of the State of New South Wales, 2023.
Students complete the Familiarisation Questions (PDF 467 KB) on decision trees.
Activity 23[image: ]: students partner up. One student reads the following comparison aloud and the other makes notes. Students summarise these comparisons into a table.
Decision trees in traditional computing
In traditional computing, decision trees are often used as a flowchart-like structure that helps in decision-making processes based on a series of questions or criteria. They serve as decision-making tools, guiding users through a series of options to arrive at a conclusion or action based on predefined rules. Traditional decision trees usually rely on explicit rules set by domain experts. Each branch of the tree represents a decision point based on specific conditions. Once built, these trees do not adapt or learn from new data. They are static and based on fixed logic, which can limit their effectiveness in dynamic environments. Traditional decision trees are often simple and easy to understand but may struggle with complex decision-making scenarios where multiple criteria interact in non-linear ways. They are often used in business scenarios to guide users through processes, such as troubleshooting or customer support queries, where a series of yes/no questions lead to a resolution.
Decision trees in machine learning
In machine learning, decision trees are a form of predictive modelling that uses a tree structure to represent decisions and their possible consequences (outcomes). They aim to model complex relationships in data, making predictions or classifications based on input features. Machine learning decision trees are trained on historical data, meaning they learn patterns and relationships from the data rather than relying on predefined rules. These trees can adapt to new data when retrained, allowing them to improve their predictions over time. This dynamic aspect is crucial for handling real-world data variability. Machine learning decision trees can handle complex interactions between features and can model non-linear relationships, making them more powerful for predictive tasks. Techniques such as pruning are applied to prevent overfitting, ensuring that the decision tree generalises well to unseen data. Used in various fields such as finance for credit scoring, healthcare for patient diagnosis, and marketing for customer segmentation. They help in making predictions based on patterns in historical data.


Activity 24[image: ]: students summarise the comparison into the following table.
Table 15 – traditional computing versus machine learning
	Aspect
	Traditional computing
	Machine learning

	Purpose
	decision support based on predefined rules
	predictive modelling based on learned patterns

	Implementation
	static, rule-based systems
	dynamic, data-driven learning

	Complexity
	limited handling of complex scenarios
	capable of modelling complex relationships

	Adaptability
	does not adapt to new information
	learns and improves with new data

	Use cases
	business processes, troubleshooting
	predictive analytics, classification tasks




Activity 25[image: ]: students watch: How Do Decision Trees Work (Simple Explanation) – Learning and Training Process (31:43) and make notes.
Teacher note: the presenter in How Do Decision Trees Work (Simple Explanation) – Learning and Training Process (31:43) discusses decision trees as ‘greedy algorithms’. A greedy algorithm looks for the most immediate benefit without considering the bigger picture. At each step, the algorithm selects the option that seems the best at that moment making a ‘greedy choice’. Once a choice is made, it cannot be changed later. The algorithm does not backtrack. Greedy algorithms are often faster and simpler than other methods because they don't explore all possible options. Students can best understand this with a simple example:
Problem: you have coins of denominations 1, 5, and 10, and you want to make 28 cents using the fewest coins.
Step-by-step process: start with 28 cents. Use the largest coin (10 cents).
Take two 10 cent coins. Remaining amount = 28 − 20 = 8 cents. Use the largest coin (5 cents): Take one 5 cent coin. Remaining amount = 8 − 5 = 3 cents.
Use the largest coin (1 cent): Take three 1 cent coins. Remaining amount = 3 − 3 = 0 cents.
Coins used:
2 (10 cents) +1 (5 cents) + 3 (1 cent) = 6 coins total.
Students code the solution using a language of their choice:
function greedyCoinChange(amount, coins):
    numCoins = 0
    for each coin in coins (from largest to smallest):
        while amount >= coin:
            amount = amount - coin
            numCoins = numCoins + 1
    return numCoins
Activity 26[image: ]: students watch: Decision Tree: Important things to know (4:23) and make notes.
[image: ]Teacher note: in the presentation about decision trees, the term ‘non-parametric supervised learning’ is used. This means that the model learns to make predictions without needing to follow a specific shape or structure for the data. Instead of using fixed rules, the model changes based on the data it sees. Decision trees work by breaking the data into parts, or branches, based on different features to help make predictions. They don't assume how the features are related to the outcomes, which is why they are called non-parametric. Each point in the tree is a question about a feature and the paths lead to different results depending on the answers.
Activity 27: based upon their notes to the videos, students answer the following questions.
1. What is a decision tree?
	A decision tree is a flowchart-like structure used for making decisions based on data.
It consists of nodes (representing features or attributes), branches (representing decision rules) and leaves (representing final outcomes or class labels). Decision trees help software engineers and data scientists make predictions or classifications by breaking down complex decisions into simpler, more manageable steps.


How do decision trees work? (include data collection, building the tree and making prediction)
	Data is gathered that contains various features (attributes) and their corresponding outcomes (labels). For example, if you're trying to predict whether someone will buy a product, the features could include age, income, and previous purchase history. To create the decision tree the algorithm evaluates and chooses the feature that provides the most information to split the data into different classes. Based on the chosen feature, the data is split into subsets. Each subset corresponds to different values of the feature (for example, age < 30, age ≥ 30). The algorithm repeats the process and continues to choose the best features and split the subsets until certain conditions are met, such as reaching a predefined depth or having a minimum number of samples in each leaf. Once the decision tree is built, it can be used to make predictions. When a new data point (for example, a new customer) is encountered, the decision tree is traversed from the root node, following the branches according to the values of the features until a leaf node is reached. The outcome associated with that leaf node is the prediction (for example, yes or no for buying the product).


Explain why software engineers use decision trees.
	Decision trees:
are easy to understand and interpret. The visual structure allows anyone, even those without a technical background, to see how decisions are made. This makes them a popular choice for explaining models to stakeholders.
can work with both numerical and categorical data, making them versatile for various applications. They can capture complex, non-linear relationships between features, which simple linear models might miss.
can help identify which features are most important for making predictions. This insight can guide software engineers in feature selection and data preprocessing.


Extension: explain the limitations of decision trees (including overfitting, instability and bias).
	Decision trees can easily become too complex, capturing noise in the data instead of the underlying pattern. This can lead to poor performance on new, unseen data. To combat overfitting, techniques like pruning (removing branches that have little importance) can be applied. Small changes in the data can lead to different trees being generated, making them less stable compared to other algorithms. Decision trees can be biased towards features with more levels or categories. For example, if one feature has many unique values, it may dominate the decision-making process.


Neural networks
Students should attempt to summarise their understanding of neural networks.
“Neural networks were designed to mimic the processing inside the human brain. They consist of a series of interconnected nodes (artificial neurones). Each neurone can accept a binary input signal and potentially output another signal to connected nodes”. (NESA 2023)
Figure 7 – neural networks
[image: A neural network diagram from the course specifications.]
© NSW Education Standards Authority (NESA) for and on behalf of the Crown in right of the State of New South Wales, 2023.
[bookmark: _Hlk188434531]Activity 28[image: ]: students annotate the neural network diagram from the Course specifications with the following: 
Input layer: this is the first layer, where data is fed into the network. Each neuron in this layer represents a feature of the input data (for example, pixel values for images). 
Hidden layers: these layers are situated between the input and output layers. They perform computations and transformations on the input data. A neural network can have one or multiple hidden layers and the more layers it has, the deeper the network (hence the term ‘deep learning’).
Output layer: this layer produces the final result or prediction. Each neuron in this layer corresponds to a possible output class (for example, identifying whether an image is of a cat or a dog).
Activity 29[image: ]: students watch: Neural Networks Explained in 5 minutes (4:31) and answer the following question.
What are the 5 key concepts explained in 5 minutes?
	1. Neural networks are composed of node layers. There is an input node layer, a hidden layer, and an output layer. These neural networks reflect the behaviour of the human brain, allowing computer programs to recognise patterns and solve common problems in the fields of AI and deep learning. They should be described as an artificial neural network, or an ANN, to distinguish it from the very un-artificial neural network that is operating in our heads. 

	Each node, or artificial neuron, is its own linear regression model. Linear regression is a mathematical model that's used to predict future events.
The weights of the connections between the nodes determine how much influence each input has on the output. 
Each node is composed of input data, weights, a bias, or a threshold, and then an output. 
Data is passed from one layer in the neural network to the next in what is known as a feed forward network. 

	Considers what a single node in our neural network might look like to decide if we should go surfing. The decision to go or not is our predicted outcome or known as our ‘yhat’. There are 3 factors influencing our decision. Each decision gets assigned a weight based on its importance on a scale of 0 to 5. For example, waves are important, so this gets a score of 5. Crowds are not so important, so would get a score of 2. Sharks, get a score of 4. These values are plugged into the formula to get the desired output. yhat = of 1 – ‘we're going surfing’. If the weights or the threshold are adjusted, a different outcome is achieved.

	
Neural networks rely on training data to learn and improve their accuracy over time.
Labelled datasets leverage supervised learning to train the algorithm. As models are trained, accuracy is evaluated using something called a cost function. The goal is to minimise the cost function to ensure the correctness of fit for any given observation, and that happens as the model adjusts its weights and biases to fit the training data set, through what's known as gradient descent, allowing the model to determine the direction to take to reduce errors, that is, to minimise the cost function. 

	There are multiple types of neural networks beyond the feed forward neural network than in this video. For example, there are convolutional neural networks, known as CNNs, which have a unique architecture that is well suited for identifying patterns like image recognition and there are recurrent neural networks, or RNNs, which are identified by their feedback loops. RNNs are primarily leveraged using time series data to make predictions about future events like sales forecasting.


Students should understand neural networks well enough to explain to a younger sibling. For example, What Is An Artificial Neural Network And Why Do We Need It?
Activity 30[image: ]: students watch the following videos and make notes.
Neural Networks and Deep Learning: Crash Course AI #3 (12:22)
But what is a neural network? | Deep learning chapter 1 (18:39).
Homework extension: students watch A Neural Network Primer (19:13).
Activity 31[image: ]: students use their notes from the videos and the Course specifications to answer the following questions.
How do neural networks work?
Training cycle 
Internal weightings and threshold values for each node are determined in the initial training cycle for each neural network. The system is exposed to a series of inputs with known responses. Linear regression with backward chaining is used to iteratively determine the set of unique values required for output. Regular exposure to the training cycle results in improved accuracy and pattern matching. 
Execution cycle 
In the diagram, signal strength between nodes with the strongest weightings are thicker representing a higher priority in determining the final output. The execution cycle follows the training cycle and utilises the internal values developed during the training cycle to determine the output. (NESA 2023)
1. What is a neural network?
	A neural network is a computational model inspired by the way biological brains work. It consists of layers of interconnected nodes (or neurons) that process information. Neural networks are particularly useful in machine learning (ML) for tasks such as image recognition, natural language processing and more. They can learn complex patterns from data and make predictions or classifications.


How do neural networks work?
	Training cycle
The training cycle involves processes that help the neural network learn from data.
The steps adjust the network's weights to minimise the error in its predictions.
After producing an output, the neural network compares it to the actual target value using a loss function. The loss function quantifies how far off the prediction is from the actual result. To improve accuracy, the network uses a process called backpropagation.
It calculates the gradient of the loss function with respect to each weight in the network.
The weights are then adjusted in the opposite direction of the gradient to minimise the loss. This process is repeated through multiple iterations (epochs) until the network learns to make accurate predictions.

	Execution cycle
The execution cycle involves processes that occur when the neural network is used to make predictions on new data. These steps do not adjust the network's weights but rather use the trained weights to produce an output. When an input is fed into the network, it undergoes forward propagation. Each neuron computes a weighted sum of its inputs. A weight is a numerical value that represents the importance of a particular input. The weighted sum is passed through an activation function (like ReLU or Sigmoid) that introduces non-linearity, allowing the network to learn complex patterns. The output from one layer becomes the input for the next layer, continuing until the final output layer is reached.


What are some of the limitations of neural networks?
	Neural networks typically require a large amount of data to train effectively. Insufficient data can lead to poor performance and overfitting. Training deep neural networks can be resource-intensive, requiring significant computational power (often needing GPUs) and time. Neural networks are often considered ‘black boxes’ because their internal workings can be difficult to interpret. This lack of transparency can be a drawback in applications where understanding the decision-making process is essential. There are many hyperparameters (like learning rate, number of layers and number of neurons per layer) that need to be carefully tuned to achieve optimal performance. Finding the right configuration is challenging.


Homework: students watch Machine Learning Essentials: From Linear Regression to Neural Networks | Companion Podcast (24:36).
Extension: students work through Neural networks | Machine Learning | Google for Developers.
[bookmark: _Hlk188435216]Describe types of algorithms associated with ML
Including: linear regression, logistic regression, K-nearest neighbour
[bookmark: _Linear_regression]Linear regression
Linear regression algorithms are used to predict values in a continuous range, such as integers. These regression algorithms are used for machine learning.
Linear regression is a foundational algorithm in machine learning that models the relationship between independent and dependent variables. Its simplicity, interpretability and efficiency make it a popular choice for a wide range of applications.
Understanding linear regression is crucial for anyone starting out in machine learning, as it lays the groundwork for more advanced techniques and models.
Students may recall from Year 9 and 10 Mathematics exploration of linear relationships including linear regression equations: Linear regression | Machine Learning | Google for Developers.
As an engaging refresher of these concepts and how they apply to regression algorithms students can apply datasets (including those for their assessment task) to a Desmos calculator.
[bookmark: _Hlk188435265]Activity 32[image: ]: students watch Linear Regression (with Desmos) (9:25) and apply the data from the 2 features of the Course specifications (p 28) to Desmos to better understand the linear regression equation.
Figure 8 – linear regression using Desmos
[image: A screen shot of an online Desmos graph calculator.

]

Students As Extension Homework students complete the Google crash course module that introduces linear regression.
Linear Regression in Machine Learning
Linear Regression is one of the simplest and most widely used algorithms in machine learning for predictive modelling. It is a statistical method that models the relationship between a dependent variable (also known as the target variable) and one or more independent variables (also known as features or predictors). The goal of linear regression is to find the best-fitting linear relationship that can be used to make predictions.
Image created using Desmos and is licensed under the Desmos Terms of Service. 
Extension: students watch How to Calculate a Simple Linear Regression by Hand (7:02) and use the x, y values provided by the Course specification example.
[bookmark: _Hlk188526798]Activity 33[image: ]: students apply linear regression using Python code by importing NumPy and scikit-learn machine learning frameworks. They install these modules using:
pip3 install NumPy 
pip3 install scikit-learn
Students PRIMM the following code and according to the Course specifications may expect an answer of >>3. They modify line 7 to: y_prediction = model.predict([[4.5]]) and may expect an answer of >>3.5.
1. import numpy as np
2. from sklearn.linear_model import linear_regression
3. x = np.array([[2], [4], [6], [8], [10], [12], [14], [16]])
4. y = np.array([1, 3, 5, 7, 9, 11, 13, 15])
5. model = linear_regression()
6. model.fit(x, y)
7. y_prediction = model.predict([[4]])
8. print(f"predicted value is: {y_prediction}")
Students should see that y_prediction = model.predict([[4]]) doesn't produce exactly 3, even though 3 is the value in the target data y mapped to the input 4 in the training data. Students can confirm results by calculating the slope and intercept of the line: y=mx+b. 
This problem illustrates the need for data splitting to separate training data from test data.
Activity 34[image: ]: students propose reasons why results differ in the space provided below.
	The model.predict([[4]]) gives 1.5 instead of 3 because the model finds the best-fitting line that minimises the overall error across all data points. The line it fits is a compromise to best represent all the data points, not just the exact pairs in the training data. The prediction for x=4 is based on this best-fit line, not a direct lookup of the training data.
y_prediction = model.predict([[4.5]]) produces 1.75 because the linear regression model fits a line that best represents the overall trend in the data, rather than memorising the exact values. This is why the prediction is based on the learned relationship, which aims to minimise the error across all training data points.


Extension: students consider how to modify the code so that it maps directly to existing training data or predicts the value where no exact values are known.
This solution could include the use of dictionaries in Python.
Practical task
Teacher note:
Teachers may choose options to implement this task.
Summative assessment of the following task if it fits within their assessment schedule (Note: the assessment schedule published by the department did not include this as one of the assessment tasks and suggested content be formally assessed in the trial examination).
OR
Summative assessment of the task that integrates Software automation, Programming for the web and Secure software architecture into a year-long progressive web app (PWA) project. Students could create a web-based markbook with SQLite database and predictive capabilities.
OR
Formative assessment of a solution to the problem as a practical group-based project to deliver syllabus content within the Software automation focus area and Programming for the web topic. 
[bookmark: _Hlk193452953]A comprehensive support guide for these options can be found in the Appendix section of this document. All files, CSV, markbooks and Python code is available to teachers in the Software Automation folder under the Files tab of the Software Engineering channel via the TAS Statewide Staffroom.


Scenario problem statement
A student named Alex missed a maths exam. 
Her teacher needs to predict Alex's score and has been told that machine learning can predict a student's mark on a missed assessment by analysing historical data, identifying patterns and using these patterns to make informed predictions. 
Alex’s maths teacher has also been told that you are studying machine learning and may be able to help.
Activity 35[image: ]: teacher-led discussion and questions.
What approach should students take?
Estimating the mark can be done through several levels of complexity.
A simple implementation would consider a single dimension. For example, a mark estimated through looking at the students marks in other assessments only.
A better solution would consider the estimate by looking at two dimensions and looking at what other students got for that assessment as well.
The best solution may be able to analyse the data and see if a linear or polynomial regression model is best for the specific data. For example, some classes may see marks that progress in a linear fashion however other classes may improve over time with marks instead fitting on a curve.
What about using standard deviations and z scores? For example, using averages of other tasks.
What concerns do students have about fairness and accuracy?


Activity 36[image: ]: students answer the following questions.
1. What are some of the social and ethical issues in predicting a student's mark on a missed assessment?
	Students are impacted by the system so its output must be reliable or enough information given to allow the teacher to reliably assess the validity of the estimated mark.
Will the system lead to teachers just putting in estimated marks for missed assessments rather than encouraging students to catch up on missed assessments?
Is there the potential for bias in the system considering the types of students that may frequently miss assessment tasks (for example, lower performing students)?
Do estimates tend higher or lower for certain ability levels?
Should estimates only be completed at the end when all assessment tasks are in?
The system could be used to detect unusual marks (abnormally high or low) which could indicate, for instance, possible cheating. For example, the system may have the ability to create an estimate for each assessment for each student and compare to their actual mark highlighting any that deviate too far.
Other concerns?


What are some of the datasets the model might analyse?
	Alex's previous maths scores (for example, 80%, 85%, 90%)
Her attendance record (for example, was she present for most classes?)
Her participation in homework or projects (for example, did he consistently complete assignments?)
The average score of classmates who took the exam (to see if the exam was particularly hard or easy).
What other datasets could be used?


What are the conditions for being able to estimate a mark (decision tree)?
	Are there enough students present to estimate the mark effectively?
Are there not too many gaps in the data?
Are the marks consistent enough to estimate the mark effectively?
Have enough assessment tasks been completed?


How could bias impact Alex's predicted grade?
	Students may consider factors including whether Alex may be stronger in this content area.


How might students’ knowledge that this is the model used effect their motivation?
	Students may consider scenarios where they might skip a difficult task and get an equal result.


How could the teacher reduce human and dataset source bias? (This could be answered in conjunction with Activity 55 of the TSR).
	A range of student responses are applicable here. Students should consider how they would mitigate against bias in the design and development process.


How to start?
Frame the problem
Activity 37[image: ]: students revise How to choose the Right Machine Learning Algorithm (23:04).
Introduction to Machine Learning Problem Framing teaches you how to determine if machine learning (ML) is a good approach for a problem and explains how to outline an ML solution.
Steps
1. Collect data
Gather historical data on students' assessment scores, including those who completed the task and those who missed it. This data might include: previous assessment scores (for similar tasks), attendance records, participation in class, study habits or hours spent studying, other relevant factors like demographics or learning styles.
Wrangling data
Clean the data by handling missing values, removing duplicates and normalising the data if needed. This ensures that the model can learn effectively from the data. Create a dataset that includes features (input variables) that might help in predicting the missed task's mark. For example, if a student usually scores 75% on similar assessments, this could be a feature used in the model. Code samples of data wrangling.
Choose a machine learning model
Select a suitable machine learning algorithm for the task: 
Linear regression: useful for predicting continuous values based on relationships between variables. 
Decision trees: these can be used to make predictions based on decision rules inferred from the data. 
Random Forest: an ensemble method that combines multiple decision trees to improve prediction accuracy.
Train the model
Split the data into a training set and a test set. The training set is used to teach the model by showing it examples of past students' scores and the factors that influenced those scores. The model learns patterns in the data, such as how previous scores correlate with various factors (like attendance or study habits).
Test the model
After training, evaluate the model’s performance using the test set, which contains data the model has not seen before. This helps determine how accurately the model can predict scores. Metrics like mean absolute error (MAE) or mean square error (MSE) can be used to measure the model's accuracy.
Make predictions
Once the model is trained and validated, it can be used to predict the mark for a student who missed the assessment. You would input the relevant features for that student (for example, their past scores, attendance and so on.) into the model, and it would output a predicted score.
Continuously improve
As more data becomes available (for example, scores from future assessments) the model can be updated and retrained to improve its predictions.
Activity 38[image: ]: students annotate the code with the following descriptions. These may be read out by the teacher or provided as a class discussion and quiz.
1. import numpy as np
Line 1 imports the numpy library for numerical computations in Python. It is commonly used for working with arrays and matrices of numbers. The name np is used to make it easier to reference the library's functions.
from sklearn.linear_model import linear_regression
Line 2 imports the linear_regression class from the sklearn.linear_model module. Scikit-learn (or sklearn) is a popular machine learning library in Python that provides simple and efficient tools for data analysis and modelling. The linear_regression class is used to create and train linear regression models.
x = np.array([[2], [4], [6], [8], [10], [12], [14], [16]])
Line 3 creates an array x using the numpy library. The array x contains the input data (also called features) for the linear regression model. Each value is enclosed in double square brackets to make it a 2D array with one column. This format is required by the linear_regression model.
y = np.array([1, 3, 5, 7, 9, 11, 13, 15])
Line 4 creates an array y using the numpy library. The array y contains the target data (also called labels) corresponding to the input data in x. 
This is a 1D array where each value is the output for the corresponding input value in x.
model = linear_regression()
Line 5 creates an instance of the linear_regression class and assigns it to the variable model. This object will be used to fit the linear regression model to the input data and make predictions.
model.fit(x, y)
Line 6 trains (or fits) the linear regression model using the input data x and the target data y. The fit method finds the best-fitting line that minimises the difference between the predicted and actual target values.
y_prediction = model.predict([[4]])
Line 7 uses the trained model to make a prediction for input value 4. The predict method takes a 2D array as input (hence the double square brackets) and returns the predicted target value. The result is stored in the variable y_prediction.
print(f"predicted value is: {y_prediction}")
Line 8 prints the predicted target value for the input 4. The f before the string indicates that this is an f-string, which allows embedding expressions inside curly braces {}. The value of y_prediction is inserted into the string and displayed.
Extension: students can improve their understanding by applying the Course specifications x, y data from the linear regression to this guided sample of How to Calculate a Simple Linear Regression by Hand (7:02).
[image: ]Students experiment with code samples of different expansions of the Course specifications They visit Tempe Github to import CSV, SQLite DB as well as model export/import.
Activity 39: students summarise the features of the linear regression algorithm by completing the description in the table below.
[bookmark: _Ref193453180]Table 16 – features of the linear regression algorithm
	Code
	Description

	import libraries
	The code imports necessary libraries and classes (numpy and linear_regression).

	create data arrays
	It creates arrays for input data (x) and target data (y).

	initialise model
	It initialises a linear regression model.

	train model
	It trains the model using the input and target data

	make prediction
	It makes a prediction for a new input value

	print result
	It prints the predicted value


Activity 40[image: ]: students refer Table 16 to provide a written summary of what the code does in the space provided below.
	The code imports necessary libraries and classes. It creates input and output data arrays using numpy. It initialises and trains a linear regression model using the input and output data. It creates a test input value and makes a prediction using the trained model. It prints the predicted output value.




Activity 41[image: ]: students complete the following table on the uses of linear regression in ML.
Table 17 – uses of linear regression in machine learning
	Context
	Example
	Description
	How

	Real estate
	Predicting house prices
	Predicting the price of a house based on various features, such as its size (square metres), number of bedrooms, number of bathrooms, location and age of the property.
	Analyse past sales data and the corresponding features of houses to train a linear regression model in estimating the selling price of a new property based on its characteristics. 

	Retail
	Sales forecasting
	Forecasting future sales based on historical sales data, marketing expenditures, seasonality and economic indicators.
	Train a model on past sales data and related features (like advertising spend or holiday seasons), businesses to predict future sales trends. 

	Healthcare
	Predicting patient outcomes
	Predicting patient outcomes based on various health metrics, such as age, weight, blood pressure and cholesterol levels.
	Predict a patient's recovery time after surgery based on preoperative health indicators. This information can assist planning post-operative care.

	Education
	Predicting student performance
	Predicting student performance based on factors such as study hours, attendance rates and previous test scores.
	Analyse historical data to identify which factors most significantly influence student grades. This allows educators to intervene early with students who may need additional support.

	Environmental Science
	Predicting air quality index (AQI)
	Predicting air quality levels based on environmental factors such as humidity, temperature, wind speed and pollution sources.
	Model historical air quality data against features, to forecast pollution levels, which helps in public health alerts and policymaking.

	Marketing
	Customer lifetime value (CLV) prediction
	Estimating the lifetime value of a customer based on factors such as purchase frequency, average transaction value and customer demographics.
	Understand expected CLV, to make informed decisions about marketing budgets, customer acquisition strategies and retention efforts.

	Finance
	Stock price prediction
	Predicting stock prices based on historical stock prices, trading volume and economic indicators.
	Analyse historical stock data along with relevant economic factors, to make more informed decisions about buying or selling stocks.



[bookmark: _Logistic_regression]Logistic regression
[image: ]Teacher note: logistic regression is a foundational supervised machine learning technique for binary classification tasks, making it a suitable starting point for handling categorical data.
Activity 42: students watch Machine Learning and Logistic Regression (5:12).
Students summarise the video into key concepts of logistic regression for categorical data.
1. What is the purpose of logistic regression?
	Used to generate predictions for categorical data (for example, colour, gender, job role) rather than numerical continuous data (for example, height, weight).
Ideal for binary classification problems, determining the probability of data entries belonging to one of two categories. For example: classifying animals as ‘cat’ or ‘not a cat’ based on distinguishing features (for example, 4 legs, whiskers, claws).


How is data represented?
	Categorical features are represented as binary values (0 for false, 1 for true).
Example data entries:
Animal 1: 0 (not 4 legs), 0 (no whiskers), 0 (no claws), 0 (not a cat)
Animal 2: 1 (4 legs), 0 (no whiskers), 0 (no claws), 0 (not a cat)
Animal 3: 1 (4 legs), 1 (whiskers), 1 (claws), 1 (is a cat)


How does logistic regression work?
	It uses the sigmoid function (logistic function) to map input features to a probability between 0 and 1. The sigmoid function is defined as:[f(x) = \frac{1}{1 + e^{-x}}]
The graph of the sigmoid function is an S-shaped curve, indicating that outputs are constrained between 0 and 1. A threshold (for example, 0.5) is set to classify probabilities:
Probabilities ≥ 0.5 are classified as ‘cat’ (1). Probabilities < 0.5 are classified as ‘not a cat’ (0).
The closer the predicted value is to 1, the higher the likelihood of being classified as a cat.
Each data entry receives a prediction of either 0 (not a cat) or 1 (cat).
The goal is to accurately predict the categories based on the input features, ideally matching the true labels (for example, predicting 0, 0, 1 for the example dataset).


Homework students watch Machine Learning Crash Course: Logistic Regression (3:24).
Extension: students complete the Google crash course module that introduces Logistic Regression.
K-nearest neighbour
Activity 43[image: ]: students research K-nearest neighbour.
Teacher note: the K-nearest neighbours (KNN) algorithm is a simple and popular method used in machine learning to classify data. It works by looking at the data points that are closest to a new point to decide which group it belongs to.
Students research What is the K-Nearest Neighbor (KNN) Algorithm? (8:00) and What is the k-nearest neighbors (KNN) algorithm? Students summarise their findings from the research in the space provide below.
	KNN is a supervised learning algorithm that uses labelled data (data with known answers) to make predictions. It is non-parametric: which means it doesn't make any assumptions about the underlying data distribution. When you need to classify a new data point, KNN finds the 'k' closest points (neighbours) around it. Then, it looks at the groups of these neighbours and assigns the new point to the group that most of its neighbours belong to. Although KNN can be used to predict continuous values (regression), it is most commonly used for classification tasks, where the goal is to assign data points to a specific category based on their features. KNN assumes that similar data points are near each other. It’s a bit like finding out which group a new student belongs to by looking at the groups of the students sitting closest to them.


[bookmark: _Toc193810295]Programming for automation
Design, develop and apply ML regression models using an OOP to predict numeric values
[bookmark: _Hlk188527140]Including: linear regression, polynomial regression, logistic regression
In this section students work on the assessment task for this focus area. They then modify the linear regression sample code provided in the Course specifications by completing the code activities in the Appendix section of this document. Students can familiarise themselves with the models here.
[image: ]Linear regression has been described in previous activities.
Activity 44: students watch Linear Regression in 2 minutes (2:33) and note (from 1:28) on using Python.
Polynomial regression
Polynomial regression is an extension of simple linear regression that allows modelling of relationships between variables that are not just a straight line. Instead of fitting a straight line to the data, polynomial regression fits a curve, which can capture more complex patterns. In summary, polynomial regression is a powerful tool for modelling relationships that are not linear. It's important to choose the degree of the polynomial carefully to avoid overfitting. Understanding polynomial regression helps apply more flexible models to various data scenarios to improve predictions.
Activity 45[image: ]: teacher-led discussion on the limitations of linear regression algorithms and scenarios where polynomial regression can provide more accuracy than linear regression. Students complete the table on the following page.


Table 18 – examples for use of polynomial regression
	Example
	Description

	1. Plant growth
	The relationship between the age of a plant and its height is non-linear. Rapid initial growth that slows down as the plant matures.

	Car performance
	The relationship between car speed and fuel consumption is often non-linear, with fuel efficiency decreasing at higher speeds after initially improving.

	House prices
	The price of a house relative to its size can be non-linear, where larger homes may have disproportionately higher prices due to various factors.

	Temperature changes
	The daily temperature pattern, rising in the morning and peaking in the afternoon before dropping, can be better modelled with a polynomial regression.

	Sales over time
	The sales of a new product often follow a non-linear trend, starting slow, then growing rapidly and finally plateauing as the market saturates.

	Marketing campaign effects
	The impact of advertising spend on sales typically shows diminishing returns, which polynomial regression can model effectively.

	Human growth patterns
	The age versus height relationship in children is non-linear, showing rapid growth in infancy that slows down later in childhood.

	Physics experiments
	The relationship between the angle of a projectile and its range follows a parabolic path, requiring polynomial regression for accurate modelling.

	Economic indicators
	The relationship between interest rates and investment levels can show diminishing returns, which can be captured more accurately with polynomial regression.

	Health data
	The dosage of medication versus its effectiveness can be non-linear, where too little or too much leads to lower effectiveness, best modelled with polynomial regression.

	Other
	



Activity 46[image: ]: students refer to the table above to answer the following questions.
1. Why use polynomial regression for plant growth?
	Imagine you have data about the height of plants over time. If you plotted the height of the plants against time, you might see that they grow quickly at first and then slow down as they mature. A linear regression model would fit a straight line to this data, which might not accurately represent the growth pattern. By using polynomial regression, you could fit a curve that starts steep and gradually flattens out, capturing the true growth pattern of the plants.


Why use polynomial regression more generally?
	Many real-world phenomena do not follow a linear trend. For example, the relationship between the speed of a car and the distance it travels might curve rather than remain straight. By using polynomial terms, we can create a model that better fits the data, capturing the nuances and complexities that a straight line might miss.


What is different between linear relationships and polynomial relationships?
	In linear regression, we assume that the relationship between the independent variable (input) and the dependent variable (output) can be described by a straight line 
In polynomial regression curves are allowed for by adding powers of the independent variable. 


What does ‘the degree of the polynomial’ mean?
	The degree of the polynomial (the highest power of xx in the equation) determines how flexible the curve is. A higher degree can fit the data more closely but may also lead to overfitting, where the model captures noise in the data rather than the underlying trend. For example: a degree of 1 is a straight line (linear). A degree of 2 is a parabola (quadratic). A degree of 3 is an S-shaped curve (cubic). A balance must be found between fitting the data well and maintaining a model that generalises to new, unseen data.


How does polynomial regression work?
	Similar to linear regression, you start with your data, which consists of input features (independent variables) and output values (dependent variable). The input features are transformed into polynomial features. For example, if you have a single input xx, you would create new features like x2x2,x3x3, and so on. Then use these polynomial features to fit a regression model, just like you would with linear regression. Once the model is trained, you can use it to predict output values for new input data.


Extension: students watch Polynomial Regression for Machine Learning (15:53).
Activity 47[image: ]: students modify their low.py solution in the assessment task from using linear regression into one that uses polynomial regression by completing the code in the Appendix section of this document.
Logistic regression
Logistic regression has been described in previous activities. Students may attempt to modify their assessment task using linear regression into one that uses logistic regression. Sample code is available in the TAS Statewide Staffroom in the Software Engineering channel. Students attempt to transform the low.py solution from using linear regression to using logistical regression. Students will need to make several modifications such as:
· changing the linear regression model to logistic regression
· adjusting the target variable (marks) to be binary
· assuming a binary classification scenario (for example, ‘pass’ or ‘fail’ based on a passing mark threshold)
· modifying the prediction logic accordingly including the assumption that a mark of 50 or above indicates a ‘pass’ (1) and below 50 indicates a ‘fail’ (0).
Apply neural network models using an OOP to make predictions
Students should have attained a basic understanding of neural networks from previous activities. They consider and discuss How can you apply neural networks to education?
Students consider how they would scale up their mark estimation program into an agent or larger system that uses a neural network. They consider the steps involved including: 
1. Importing a neural network library such as Keras or TensorFlow to create and train the model (instead of using sklearn for linear regression).
2. Defining the neural network architecture by creating appropriate layers (input, hidden and output layers).
3. Putting together the model by specifying the optimiser, loss function and metrics.
4. Training the model by fitting it using the training data (input features and target values).
5. Making predictions using the trained model to predict marks based on the input task.
[image: ]Extension and/or homework: students may wish to engage with the following online courses and activities.
How to build a Neural Network from scratch
Create a Simple Neural Network in Python from Scratch (14:14)
Python AI: How to Build a Neural Network & Make Predictions (4:09)
Neural network playground


[bookmark: _Toc193810296]Significance and impact of ML and AI
Assess the impact of automation on the individual, society and the environment
Including: safety of workers, people with disability, the nature and skills required for employment, production efficiency, waste and the environment, the economy and distribution of wealth
[image: ]Activity 48[image: ]: teacher-led discussion on the widespread impact of automation and how it affects individuals, society and the environment.
Activity 49: students respond to questions raised in the discussion to decide whether effects are positive or negative and complete Table 19 below.
Extension: this content could be covered as a class debate with the topic reframed as Automation has significant negative impact upon individuals, society and the environment and should be stopped.


[bookmark: _Ref193452337]Table 19 – impact of automation on individuals, society and the environment
	Impact
	Positive impact
	Negative impact

	Safety of workers
	Automation can enhance workplace safety by doing dangerous tasks such as heavy lifting, operating machinery or performing hazardous material handling. Robots and automated systems can operate in environments that are unsafe for human workers, reducing the risk of accidents and injuries.
	Increased automation may lead to job displacement. Workers in roles that are easily automated may face unemployment or the need to transition to new roles. This can lead to stress and anxiety regarding job security, affecting mental health and overall wellbeing.

	People with disability
	Automation and assistive technologies can significantly improve the quality of life for people with disabilities offering greater independence through smart home technologies, adaptive devices and mobility aids, making daily activities more manageable.
	If automation leads to reduced job opportunities in certain sectors, individuals with disabilities may find it harder to secure employment. If not designed for inclusivity, automated systems may inadvertently marginalise those who are unable to use standard interfaces or technologies.

	The nature and skills required for employment
	Workers may need to pursue upskilling and reskilling initiatives to remain relevant in the job market. Educational institutions and employers will need to adapt to provide training in digital literacy, programming and critical thinking.
	Widening the skills gap, where those with access to education and training thrive, while others may be left behind. Socioeconomic disparities can affect who can take advantage of new opportunities.

	Production efficiency, waste and the environment
	Automation can lead to improved production efficiency, allowing companies to produce goods faster and at a lower cost. This should translate into lower prices for consumers and increased competitiveness for businesses. Automated systems can optimise resource use, reducing waste through better inventory management and precise manufacturing processes. For example, automation in agriculture can lead to more efficient water and fertiliser usage.
	Increased production capacity may lead to higher consumption rates and environmental degradation if not managed sustainably. Automation could also contribute to increased energy consumption if systems are not designed with energy efficiency in mind.

	The economy and distribution of wealth
	Automation could drive economic growth by increasing productivity and enabling new business models. It may create new markets and opportunities for innovation.
	The benefits of automation may not be evenly distributed. Wealth generated may go to business owners and shareholders rather than workers making income inequality and social tensions worse. The labour market become polarised, with high-skill, high-wage jobs growing while low-skill, low-wage jobs decline. This can create a divide between those who can use automation to their advantage and those who cannot.



Activity 50[image: ]: students summarise the content of the table or participate in a debate.
	The impact of automation is a complex interplay of benefits and challenges. While it has the potential to enhance safety, efficiency and economic growth, it also poses risks related to job displacement, inequality and environmental sustainability. To maximise the positive effects of automation while mitigating the negative ones, it is crucial for policymakers, educators and businesses to collaborate in creating a future that prioritises inclusivity, skill development and sustainable practices. This involves investing in education and training, promoting equitable access to technology and ensuring that the benefits of automation are shared broadly across society.


Case study: Robodebt
The ‘Robodebt’ scheme, officially known as the ‘Online Compliance Intervention’ (OCI), was a program implemented by the Australian Government's Department of Human Services (now Services Australia) to identify and recover alleged overpayments of welfare benefits. The program used data matching and automated processes to compare income reported by welfare recipients against income reported to the Australian Taxation Office (ATO).
Activity 51[image: ]: students research the Robodebt scheme and respond to the following questions.
The following links are to articles from the Information Age.
Robodebt was an AI ethics disaster 
‘Failure of government’: Public servants breached code over Robodebt
'Crude and cruel': shameful Robodebt findings laid bare
1. Suggest the machine learning algorithms that were most likely used in the ‘Online Compliance Intervention’
	Specific details about the exact algorithms used in the Robodebt scheme are not publicly disclosed. There are however several machine learning and data analysis techniques are commonly associated with similar data matching and compliance intervention programs. Algorithms and techniques that could be related to the Robodebt process include:
Linear regression to model the relationship between reported income and welfare payments, potentially identifying discrepancies. 
Logistic regression to classify cases as likely overpayments or not based on various predictors. 
Data matching algorithms to compare and match datasets from different sources (for example, ATO income data and welfare recipient reports) to identify inconsistencies. 
Techniques like fuzzy matching to handle variations in data entry.
Anomaly detection techniques to identify outliers in reported income compared to expected patterns, which may suggest errors or discrepancies.
Machine learning models such as support vector machines (SVM) or Isolation Forests can be trained to detect anomalies in income reporting. 
Decision tree algorithms could be used to create rules for identifying cases that warrant further investigation based on various features of the income data. 
Random Forests could be used to classify cases into categories (for example, likely overpayment, likely correct payment) based on historical data. 
Natural language progression (NLP) to process free-text comments or notes from caseworkers, to extract relevant information.


Summarise the ethical concerns raised by the Robodebt scheme.
	The Robodebt program faced significant criticism and legal challenges due to its reliance on automated data matching and the lack of procedural fairness. Many recipients were incorrectly pursued for debts that they did not owe, leading to harsh financial and emotional consequences. This highlights the importance of ethical considerations in the use of machine learning algorithms, particularly in sensitive areas like social welfare and compliance.


Research and list other incidents where the use of AI and ML have caused social and ethical concerns.
	Bias hiring algorithms
Google photos misclassification
Facial recognition technology
Credit scoring algorithms
Social media algorithms
AI in healthcare and diagnosis


[bookmark: _Hlk188527270]Explore by implementation how patterns in human behaviour influence ML and AI software development
Including: psychological responses, patterns related to acute stress response, cultural protocols, belief systems
Patterns in human psychological responses play a significant role in the development of machine learning (ML) and artificial intelligence (AI) software. Understanding how people think, behave and respond to technology can help developers create systems that are more intuitive, effective and user-friendly. Students consider the effects of not addressing these issues during development. They consider these factors in the development of their projects and provide examples that can be explore during implementation.
[image: ]


Activity 52[image: ]: Jigsaw
Students form teams of 2 to 5 (depending on the class size).
Students in each team are ‘numbered off’ 1 to 4 (representing the 4 ‘human behaviours’)
Each group investigates, with research, one of the human behaviours that influence ML and AI software development.
Each group provides an example or scenario of their human behaviour.
Group 1 research psychological responses
Group 2 research patterns related to acute stress response
Group 3 research cultural protocols
Group 4 research belief systems
Teachers make explicit that these human behaviours are closely related with concepts that intersect and overlap with each other.
Groups return to their teams to share their findings in a class presentation.


Group 1: students watch How Netflix's Recommendation System Works [NRE] (10:34) 
1. How do psychological responses influence ML and AI software development (refer to UX, personalisation, trust and predicting behaviour)
	Developers should design for user experience (UX) and consider how users will interact with AI systems. By understanding cognitive biases, attention spans, and user preferences, they can design interfaces that facilitate easy navigation and comprehension. ML algorithms can be trained to recognise patterns in user behaviour and preferences, allowing for personalised experiences. Understanding psychological responses can help in curating content. Designing AI systems that users trust is critical. Psychological factors like transparency, explainability, and perceived reliability can influence how users accept and adopt AI technologies. AI can be used to predict human behaviour based on historical data. Understanding patterns in psychological responses allows developers to create models that can anticipate user actions more accurately.


Provide an example.
	Recommendation system like streaming service Netflix.
Viewers can often exhibit the ‘paradox of choice’, where too many options can lead to confusion and decision fatigue. This causes users to feel overwhelmed, potentially leading to dissatisfaction or abandoning the service. To combat this, streaming services use recommendation algorithms that analyse users' viewing histories, preferences, and behaviour patterns. By understanding psychological responses, developers design these systems to simplify choice by presenting a curated selection of shows or movies based on previous viewing habits, reducing the cognitive load on users. They enhance engagement by using collaborative filtering to suggest content that similar users enjoyed, tapping into social proof, which can influence users' perceptions of what to watch. They create a feedback loop by continuously refining recommendations based on user interactions (likes, dislikes, watch time), ensuring that the system adapts to changing preferences over time.



Group 2: students watch Artificial intelligence: A gamechanger in the emergency room (3:22).
1. How do patterns related to acute stress responses influence the development of machine learning (ML) and artificial intelligence (AI) software? (Include UI, feedback, adaptive systems and communication).
	In high-stress situations (for example, emergency response, medical settings) interfaces should be designed to minimise cognitive load. Clear, concise instructions and easily accessible information are crucial to prevent overwhelming users. Stress responses often require quick decision-making. AI systems can be designed to provide real-time feedback and suggestions, enhancing situational awareness and helping users make informed decisions rapidly. Understanding stress responses allows developers to create adaptive systems that change their behaviour based on the user’s emotional state. For instance, if a user is detected to be in a high-stress situation, the system could simplify complex tasks or offer more guidance. In stressful scenarios, how AI systems communicate with users is critical. Systems can be programmed to use calming language and provide reassurance, which can help mitigate stress.


Provide an example.
	In an emergency response application, an AI-powered emergency response app could be used by first responders during a crisis. First responders may experience acute stress during emergencies, leading to heightened anxiety, narrowed attention and the need for quick decision-making.
The app features a streamlined interface with large buttons and clear icons for critical functions (for example, calling for backup, accessing patient information). The app uses ML algorithms to analyse incoming data (for example, location, severity of the incident) and prioritises alerts for the most critical situations, allowing responders to focus on urgent matters. If the app detects signs of stress (for example, rapid voice input or hesitation in touch inputs), it could switch to a more guided mode, providing step-by-step instructions for tasks (for example, triaging patients) to help alleviate cognitive overload.
The app uses natural language processing to communicate with responders in a calm and reassuring tone, providing updates and reminders in a supportive manner.


Group 3: students watch Shaping AI through Cultural Diversity (6:08). 
Homework: students read Delivering Indigenous Data Sovereignty 
Extension: students watch AI Ethics Course: Indigenous Data Sovereignty (39:21)
Other readings: AI technology is showing cultural biases, here's why and what can be done
1. How do cultural protocols influence ML and AI software development? Consider data representation, UI and UX, the use of NLP, ethical issues and trust. 
	Cultural differences can affect how data is collected, represented and interpreted. Datasets need to be representative of the cultural diversity of the user base to avoid biases in the model. Cultural preferences influence design elements such as colours, symbols, language and layout. Understanding these preferences helps create interfaces that resonate with users from different backgrounds. Language use varies across cultures, including slang, idioms and dialects. NLP systems must be trained on culturally relevant data to understand and generate appropriate language for different user groups. Certain actions or features may be acceptable in one culture but offensive in another. Developers must be aware of these nuances to avoid cultural insensitivity in their AI applications. Different cultures have varying levels of trust in technology. Understanding these differences can guide how AI systems interact with users, ensuring that communications and functionalities align with users’ cultural expectations.


Provide an example.
	Cultural norms dictate how people interact, including formal versus informal communication styles, greetings and respect for hierarchy. A virtual assistant needs to adapt its communication style based on cultural context. For example, in cultures that value formality, the assistant uses titles and formal language, while in more casual cultures, it adopts a friendly and informal tone. The assistant needs to be trained on diverse datasets that include various dialects and regional languages, allowing it to understand and respond appropriately to users from different backgrounds. The assistant would recognise local holidays or cultural events and offers culturally relevant suggestions or greetings. For instance, it might remind users about Diwali or Lunar New Year in relevant contexts. The app's design incorporates culturally relevant colours, symbols and imagery. For example, it avoids using colours that may have negative connotations in certain cultures (for example, white is often associated with mourning in some cultures).


Group 4: students watch and discuss A.C. Grayling – How Belief Systems Work (8:12)
1. How should belief systems influence ML and AI software development? Consider aligning values, mitigating against bias, user trust and acceptance, cultural sensitivity and decision making.
	AI systems need to align with the ethical values and beliefs of the user base. For instance, an AI used in healthcare must prioritise patient welfare, informed consent and privacy, reflecting societal beliefs about health and ethics. Developers must recognise that belief systems can introduce biases into training data. Understanding these biases is essential for creating fair and equitable algorithms that do not perpetuate existing inequalities or stereotypes. Users are more likely to trust AI systems that reflect their beliefs and values. Developers should consider how belief systems influence user perceptions of transparency, accountability and the moral implications of AI decisions. Different belief systems can inform cultural practices and norms. AI applications must be sensitive to these differences to avoid offence and to promote acceptance.
Belief systems can affect how users make decisions. AI systems designed to assist in decision-making should consider the values and priorities that drive users’ choices.


Provide an example.
	Students consider how belief systems about diversity, inclusivity and fairness in the workplace can significantly impact how hiring practices are perceived and implemented. They reflect upon these in proposing the design of an AI system that assists in the hiring process for a company. The AI should be trained on diverse datasets that reflect various demographics to avoid bias against certain groups. Developers must ensure that the model does not favour candidates based on gender, race or socioeconomic status, aligning with the belief in equality and fairness.
The AI can analyse job descriptions to ensure they are inclusive and free of biased language that may discourage certain candidates from applying. For example, using gender-neutral language and focusing on skills rather than experience that might be unfairly attributed to specific demographic groups. The AI system should provide transparent reasoning for its recommendations, allowing hiring managers to understand how decisions were made. This aligns with the belief that individuals should have insight into the processes that affect their careers.
The AI could be programmed to consider cultural differences in communication styles and qualifications, ensuring that it does not overlook qualified candidates due to cultural biases.


Activity 53: students create a summary of the presentations.
	By integrating insights from psychology into the development of ML and AI software, developers can create more effective, user-friendly systems that enhance user satisfaction and engagement. Understanding human psychological responses helps in designing algorithms that not only meet technical requirements but also resonate with users on a cognitive and emotional level. By acknowledging patterns related to acute stress responses, developers can create ML and AI systems that are not only functional but also empathetic and supportive in high-stress situations. This understanding helps ensure that technology enhances decision-making and user experience, ultimately leading to better outcomes in critical scenarios. Incorporating patterns related to cultural protocols into ML and AI software development is essential for creating inclusive and effective technologies. By understanding cultural differences and respecting diverse user needs, developers can build systems that enhance user experience, foster trust and ensure that technology serves a global audience effectively. By understanding and integrating patterns related to human belief systems, developers can create ML and AI systems that are ethical, fair and aligned with the values of their users. This approach enhances user trust, promotes acceptance and ensures that technology serves society in a way that reflects its diverse beliefs and values.




[bookmark: _Hlk188527342]Investigate the effect of human and dataset source bias in the development of ML and AI solutions
Teacher note: the development of machine learning (ML) and artificial intelligence (AI) solutions is significantly influenced by the biases that can arise from both human decision-making and the datasets used to train models. Understanding these biases is critical for creating fair, effective and reliable AI systems. 
Activity 54[image: ]: teacher-led discussion on Shedding light on AI bias with real world examples. 
Students watch Machine Learning: Bias in, Bias out | Experience AI (3:23).
Homework: students watch Human Bias in Machine Learning (43:35).
1. In the space below provide a definition of human bias.
	Human bias refers to the subjective judgements and decisions made by individuals during the development of ML and AI systems. 
These biases can affect various stages of the AI lifecycle, including data collection, labelling, model selection and evaluation.


[bookmark: _Hlk188263591]In the space below provide examples of types of human bias.
	Selection bias: when developers choose specific datasets that reflect their own preferences or experiences, leading to models that do not generalise well to diverse populations. For example, a facial recognition system developed primarily using images of lighter-skinned individuals may perform poorly on darker-skinned individuals.
Confirmation bias: developers may unintentionally prioritise results that confirm their existing beliefs or hypotheses, ignoring contradictory data that could lead to more balanced conclusions.
Cognitive bias: the subjective judgements of developers can lead to biases in feature selection, model design and evaluation metrics. For instance, a team may overvalue certain features based on personal experiences rather than objectively assessing their relevance.


In the space below, discuss the effects of human bias.
	Models trained with biased data or influenced by human bias may not perform well across diverse scenarios, leading to inaccurate predictions. Biased models can perpetuate or amplify societal inequalities, leading to unfair treatment of certain groups or individuals (for example, biased hiring algorithms, discriminatory loan approval systems).


In the space below provide a definition of dataset source bias.
	Dataset source bias occurs when the data used to train machine learning models is unrepresentative of the target population or the real-world scenarios in which the models will be applied. This bias can arise from the methods of data collection, the specific populations sampled and the inherent characteristics of the data sources.


In the space below provide examples of types of dataset source bias.
	Sampling bias: if a dataset is collected from a specific demographic group, the resulting model may not generalise to others. For example, health data collected primarily from urban populations may not be applicable to rural populations.
Labelling bias: bias can be introduced during the labelling process if annotators have their own biases or if the labelling criteria are inconsistent. For instance, a sentiment analysis model trained on product reviews labelled by individuals with different cultural backgrounds may misinterpret sentiments.
Historical bias: datasets that reflect historical inequalities (for example, criminal justice data showing higher arrest rates in certain communities) can lead to models that reinforce those biases. AI systems trained on such data may perpetuate existing prejudices.




In the space below discuss the effects of dataset source bias.
	Models trained on biased datasets can lead to decisions that disproportionately disadvantage specific groups, exacerbating existing societal issues. If users perceive that AI systems are biased or unfair, it can erode trust in technology and its applications, impacting adoption and usage.


Activity 55: teacher-led discussion on what can be done to address human and dataset source bias. 
Activity 56: students list and describe mitigation strategies developers should use.
	Ensure that datasets are collected from a wide range of sources and populations to capture diverse perspectives and experiences including actively seeking out underrepresented groups to include in the dataset. 
Conducting regular audits to assess bias in datasets and models including testing models on different demographic groups and measuring performance disparities. 
Implementing fairness metrics to evaluate whether models treat all groups equitably.
Promoting transparency in data collection and model development processes can help stakeholders understand potential biases and the rationale behind model decisions. 
Using explainable AI techniques to provide insights into how models make decisions can help identify and address biases. 
Providing training for developers and data scientists on recognising and mitigating bias in AI systems can lead to more objective decision-making. 
Encouraging diverse teams in AI development to bring different perspectives can reduce the likelihood of groupthink. 
Continuously monitor models in production to identify and address biases as they arise and surveying user feedback can be invaluable in identifying issues that might not have been found in development.




Activity 57[image: ]: students complete the table below to describe how human and data source bias could occur in their assessment task.
Table 20 – data-sourced bias
	Type of bias
	Description
	Consequences

	Selection bias
	If the training data is not representative of the entire student population, the model may produce biased predictions.
	Leads to inaccurate predictions for underrepresented groups, reinforcing existing inequalities.

	Measurement bias
	Inaccuracies or inconsistencies in the data (for example, grading errors, subjective grading) can introduce measurement bias.
	The model may learn from flawed data, resulting in predictions that reflect inaccuracies.

	Feature bias
	Bias can occur if the model relies heavily on certain features (for example, prior grades, socioeconomic status) that do not capture a student's full abilities.
	Disadvantages students with barriers to performance or who have high potential not reflected in data.




Table 21 – human bias
	Type of bias
	Description
	Consequences

	Confirmation bias
	Developers may select features or data that confirm their beliefs about certain students or groups, reinforcing stereotypes.
	Leads to biased predictions that do not accurately reflect a student's true potential.

	Implicit bias
	Educators' unconscious biases can influence assessments and grade reporting, affecting the data used to train the model.
	The model may perpetuate these biases, leading to unfair predictions for marginalised students.

	Feedback loop
	If predictions influence future assessments or opportunities, this creates a feedback loop that reinforces existing biases.
	Results in a cycle of disadvantage for certain groups of students, making it difficult to overcome biases.




[bookmark: _Toc193810297]Appendix
Assessment task sample solutions
[bookmark: _Toc430374772]Contents
Ensure that your report contains a Table of contents.
To insert a Table of contents in Microsoft Word:
1. Navigate to References > Table of Contents > Custom Table of Contents.
1. Choose the number of heading levels you would like to display in the Table of contents.
1. Select OK.
To update the Table of contents:
1. Right click on the table and select Update Field. 
1. Select Update entire table. Your table numbers should then update to reflect your changes.


Outline
This document provides a guide for teachers in what a low, medium and high-grade student might produce for this assessment task. 
The solutions are broken down into how they should progress and include explanations.
It is important to remember that these are only samples and there are a number of ways in which a solution to this assessment could be produced.
Students are to produce all system and data modelling with reference to those tools used and described in the Course specifications.


[bookmark: _Toc590465739]Setting up the work environment
For this project, students will need as a minimum: 
NumPy – Python module (documentation: https://numpy.org/doc/stable/) 
Note: it is possible for the solutions to work without using this library however the Course specifications document uses this in their example so it is included here for completeness.
scikit-learn – Python module (documentation: https://scikit-learn.org/stable/getting_started.html) 
pip Install is a package manager for Python packages, or modules.
Students may also want to setup the following for their general UI:
TKinter
PyGame
Flask
Matplotlib – for creating graphs. 
It is anticipated that students will have experimented with the sample code on page 28 of the NESA Course specifications (or similar code) prior to starting on the assessment so they are familiar with the scikit-learn module.


[bookmark: _Toc101197411]Low-grade solution
This solution will be text based only and will produce an estimate by simply looking at the students' marks in other tasks. 
As such it is a rough estimate and does not consider the relative difficulty differences between tasks.
The solution makes use of functions but does not make use of classes.
A student may implement the functionality as one ‘big blob of commands’ without the use of functions.
A full script with comments is provided in the task resources folder called solution_low.py.
Use the csv file MarksOnly.csv with this solution.
Note: classes could be guided through this solution to identify shortcomings and discuss ways of improving.

[bookmark: _Toc830226669]Code explanation
[bookmark: _Toc669034260]General setup
	Explanation
	Code

	Set up the top section, import relevant modules and provide a basic description of the script.
	# This script will import a markbook and allow you to estimate a mark
# Written by Bruce Banner - 5/11/2024
# Version 0.4
import numpy
import csv
from sklearn.linear_model import linear_regression

	Create a main function with a general structure for how the program will run. 
Code the name of the file to import data from. 
Think through the general steps that will be involved in completing their project.
	def main () :
    data =  import_data (data_file)
    student, task = get_which_task ()
    estimate = process_estimate (data, student, task)
    show_result (student, task, estimate)
    main ()

	Create stub functions for each of those identified in the main function.
	def  import_data (data_file) :
    
    return True
  
def get_which_task () :
    
    return True, True
 
 
def process_estimate (data, student, task) :
    
    return True
 def show_result (student, task, estimate) :
       return True


[bookmark: _Toc521253448]Input
	Explanation
	Code

	A simple CSV file has been created with only the marks in it. 
Use the CSV module to read the data in.
The file name has been hard-coded which is not ideal but keeps things simple.
The returned array is printed as a debugging output statement to verify that it works as intended.
The data is imported as strings and needs to be converted to integers.  
The imported data has not been validated. 
	def  import_data (data_file) :
    marks = []
    marks_file = open(data_file)
    marks_raw = csv.reader(marks_file)
    for student in marks_raw :
        student_marks_int = []
        for mark in student :
            student_marks_int.append(int(mark))
        marks.append(student_marks_int)
        
    return marks
def main () :
    data_file = 'marksSimple.csv'
    marks =  import_data (data_file)
    print (marks)   # Debugging output statement


	The data has been input.
There is no information presented to the user as to which students and tasks are available to choose from. 
There is no indication of missing marks provided.
The input data is not validated to make sure it is for a student and task that actually exist.
	def get_which_task () :
    student = int(input("Which student to estimate the mark for : "))
    task = int(input("Which task to estimate the mark for : "))
    return student, task




[bookmark: _Toc735395934]Processing
	Explanation
	Code

	The processing is basic.
The training data has been put together without any regard for potentially missing task data. It will only work assuming that no task data is missing.
The general approach matches that which is provided in the Course specifications document.
Note: data has not been structured using NumPy. 
It still works assuming all the data is fine.
	def process_estimate (data, student, task) :
    tasks_base = []
    marks_base = []
    counter = 1
    for task_number in data[0] :
        if counter != task :
            task_title = [counter]
            tasks_base.append(task_title)
            marks_base.append(data[student-1][counter - 1])
        counter = counter + 1
    model = linear_regression()
    model.fit(tasks_base, marks_base)
    mark_prediction = model.predict([[task]])
    return mark_prediction[0]


[bookmark: _Toc1788236213]Output
	Explanation
	Code

	The information is printed in a basic format.
	def show_result (student, task, estimate) :
    print(f"Student {student} has an estimated mark of {estimate} for task {task}")


[bookmark: _Int_FaRoQCvr]Teacher note: this solution works but gives quite a rough estimate. It also has to have several things ‘just right’ for it to work. 

[bookmark: _Toc1913311988]Medium-grade solution
This solution will be text-based only but is set up in a manner that it can easily be expanded into a graphical or partially graphical implementation.
It is class-based, which helps to structure the code in a manner that allows for easy expansion.
This implementation does basic validation on data.
It provides an estimate by looking at the marks for other students for the task and their ranks.
It then estimates what their rank should be for the task based upon their rank in other tasks.
A full script with comments is provided in the task resources folder called solution_medium.py.
Use the CSV file MarksWithHeadings.csv with this solution.

[bookmark: _Toc7780712]IPO table
	Outcome
	Input
	Process
	Output

	Estimate rank
	Marks for each task
Student to estimate
Task to estimate
	Work out the students rank in each of the other tasks in the markbook.
Create a linear regression model with Task number on the x-axis and Rank on the y-axis.
Interpolate to work out a suggested rank for that student for the given task.
	Estimated rank

	Estimate mark
	Student to estimate
Task to estimate
Estimated rank
Marks for that task
	Adjust the ranks for students in the given task, leaving a gap at the estimated rank position.
Create a linear regression model with Rank on the x-axis and Mark on the y-axis.
Interpolate to work out a suggested mark for that student for the given task.
	Estimated mark


[bookmark: _Toc2061730733]Class diagram
[image: A class diagram for a mark estimation task.]
[bookmark: _Int_qZe5yJZx][bookmark: _Int_FPaWT22d]Note: this diagram is created to the NESA Course specifications document outline. Students may wish to add further detail such as indication of public/private methods and method parameters. Student may also consider creating classes for a student and task.
Data Flow Diagram
[image: A data flow diagram of the mark estimation program.]
[bookmark: _Toc1375339336]Data dictionary
	Variable
	Data type
	Format for display
	Size in bytes
	Size for display
	Description
	Example
	Validation

	student
	int
	
	2
	
	Used as an index into the student’s array.
	7
	

	task
	int
	
	2
	
	Used as an index into the tasks array.
	2
	

	rank_estimate
	int
	
	2
	
	An estimate of the rank for a student for a particular task.
	4
	Cannot be larger than the number of students in the markbook.

	mark_estimate
	int
	
	2
	
	An estimate of the mark for a student for a particular task.
	67
	Cannot be greater than 100 or less than 0.

	students
	array(string)
	
	
	
	A listing of students in the markbook.
	
	

	tasks
	array(string)
	
	
	
	A listing of the tasks represented in the markbook.
	
	

	marks
	array(array(int))
	
	
	
	A two-dimensional array of marks. The marks are grouped by student as opposed to task.
	
	

	mark_rank
	int
	
	2
	
	The rank that a particular mark got in a task.
	5
	Cannot be larger than the number of students in the markbook.

	student_data
	
	
	
	
	
	
	

	Markbook
	record
	
	
	
	
	
	

	headings
	array(string)
	
	
	
	
	
	

	marks
	array(int)
	
	
	
	
	
	

	students
	array(string)
	
	
	
	
	
	


[bookmark: _Int_jW1MGX7u][bookmark: _Toc667420969]Note: not all variables have been included. Only globals, parameters, return values and object attributes. Students should complete this data dictionary.


Code explanation
[bookmark: _Int_mNelXIHK]Note: not all the code will be detailed here, only the main elements of processing.
[bookmark: _Toc646162644]main function
	Explanation
	Code

	Although we are using OOP in this solution, the flow of processing still runs in a fairly linear fashion.
As such we will coordinate that processing through a function to keep it a little simpler and cleaner.
	# Manage the overall processing
def main () :
    ui = UI()
    # Set up Markbook
    data_file = ui.get_marks_file()
    data_importer = data_importer(data_file)
    data_importer. import_data()
    markbook = data_importer.create_mark_book()
    # Show details of markbook currently
    ui.print_markbook(markbook)
    # Input the task to estimate
    student, task = ui.get_task_to_estimate(markbook)
    #student = 7
    #task = 2
    # Process the estimate
    data_processor = data_processor(markbook)
    rank_estimate = data_processor.estimate_rank(student, task)
    mark_estimate = data_processor.estimate_mark(student, task)
    # Report on results
    ui.print_estimate(student, task, mark_estimate, rank_estimate, markbook)
    
main()


[bookmark: _Toc779070789]

data_importer :  import_data ()
	Explanation
	Code

	This function extracts the data out of the CSV file and puts it into a two-dimensional list converting data into relevant data types.
It should ideally use the validate_marks method to make sure that the imported data is valid, but this has not been included here.
	# import the data from a csv file.
    # the first row should be headings, the first column should be student names
    def  import_data (self) :
        marks = []
        marks_file = open(self.data_file)
        marks_rawInit = csv.reader(marks_file)
        marks_raw = list(marks_rawInit)
        marks.append(marks_raw.pop(0))
        # iterate over each row in the file
        for student in marks_raw :
            student_marks_int = []
            student_marks_int.append(student.pop(0))
    # iterate over each task converting the mark from a string to an integer
            for mark in student :
                if mark == '' :
                    student_marks_int.append(-1)
                else :
                    student_marks_int.append(int(mark))
            marks.append(student_marks_int)
        self.marks = marks
        return True





[bookmark: _Toc1549608473]data_processor : estimate_mark ()
	Explanation
	Code

	This function starts by creating a linear regression for ranks and marks for the given task that the mark is to be estimated for.
The x-axis is the rank for each grade.
The y-axis is the mark that the student at that rank got.
Next we need to call self.estimate_rank as we need to get an estimate of the rank that the student should have for this assessment task.
We now finish by predicting what that rank would get for this task.
	# estimate a mark based upon an estimated rank for the student for the given task
    def estimate_mark (self, student, task) :
        # Create base data with the task to estimate omitted
        # x axis
        ranks_base = []  # this needs to be an array of arrays with a single item which is the task
        # y axis
        marks_base = []  # this is an array of ranks in other tasks 
        mark_ranks = self.task_mark_ranks(task)
        
        counter = 0
        for entry in mark_ranks :
            if counter != student and entry[0] != -1 : # So that we omit the student that we are estimating
                rank = [entry[1]]
                ranks_base.append(rank)
                marks_base.append(entry[0])
            counter = counter + 1
        
        #print(ranks_base)
        #print(marks_base)
        
        # Create the model
        model = linear_regression()
        model.fit(ranks_base, marks_base)
 
        # get the estimated rank for the student for the task
        rankfor_student_estimate = self.estimate_rank(student, task)
        
        estimated_mark = model.predict([[rankfor_student_estimate]])
        
        return round(estimated_mark[0])




[bookmark: _Toc1972991664]data_processor : estimate_rank ()
	Explanation
	Code

	This function looks at the rank that the student has achieved in other tasks.
It creates a linear regression to help us estimate their rank for this task.
This solution is unrefined. A student's rank in a task could vary depending on how it fits in with their strengths, however it is the best we can achieve given the data we have. 
There are also only limited data points from which to predict.
The x-axis is the task for each grade.
The y-axis is the rank the student achieved for that task.
	# estimates the rank for the student by looking at their ranks for other assessment tasks
    def estimate_rank (self, student, task) :
        # Create base data with the task to estimate omitted
        # x axis
        tasks_base = []  # this needs to be an array of arrays with a single item which is the task
        # y axis
        ranks_base = []  # this is an array of ranks in other tasks 
        student_ranks = self.markbook.get_student_task_ranks(student)
        counter = 0
        for rank in student_ranks :
            if counter != task : # So that we omit the task that we are estimating
                task_title = [counter]
                tasks_base.append(task_title)
                ranks_base.append(rank)
            counter = counter + 1      
        # Create the model
        model = linear_regression()
        model.fit(tasks_base, ranks_base)
        estimated_rank = model.predict([[task]])
        return round(estimated_rank[0])




[bookmark: _Toc113031812]Markbook
	Explanation
	Code

	This class and object includes a listing of the attributes and methods that present in the Markbook class.
These are getter and setter functions that make interacting with the data in the markbook easier and more convenient.
The intent is that the getter methods will cover all the different formats in which data is required from other areas of processing so that those areas become simpler and more concise to read. 
	# holds data on the students and tasks
# returns data in different ways
class Markbook :
    self.headings = []
    self.marks = []
    self.students = []
    # returns a 2dimentional array of marks [student][mark]
    def get_marks (self) 
[bookmark: _Int_oIUYYswP]    # returns the particular mark a student got for a task
    # student is student number not name, zero indexed
    def get_task_mark (self, student, task) 
    # return all tasks for a particular task
    def get_task_marks (self, task)
    
    # return marks for each task for a particular student
    def get_student_marks (self, student)
    # returns the rank a student got for a particular task
    # student is student number not name
    def get_task_rank (self, student, task) 
    # returns an array of the rank for each student for a particular task
    def get_student_task_ranks (self, student) 
    # returns a list of the students in the markbook
    def get_student_list (self) 
    # returns a list of the names of the tasks in the markbook
    def get_task_list (self) 
    # returns a list of all the headings in the markbook (Students heading + tasks)
    def get_headings (self) 
    # returns the min, max and average mark for a particular task
    def get_task_stats (self, task) 
    # set the array of headings
    def set_task_list (self, headings) 
    # set the students in the markbook
    def set_students (self, students) 
    # set the marks for the tasks
    def set_marks (self, marks) 
    # add a student and their marks to the student and marks lists
    def add_student (self, student_data) :



[bookmark: _Toc701930538]Higher-grade solution
A solution will not be elaborated upon here. 
Instead, we will discuss possible paths that a higher-grade student could explore.
It is expected that a student at this level should not need much in the way of support from a coding point of view but may benefit from some ideas on what could be pursued in terms of functionality.
[bookmark: _Toc1271483934]Interface
At this level it would be expected that the student has a graphical UI for their product (though it could still be an elegant command line interface as well). The interface could be via a PWA or using a library such as TKinter.
The marks would be presented in a clean tabular format with the ability to view distributions of marks via a graph. 
The estimate could be shown on the graph as well to give visual feedback on where the mark sits with respect to other marks.
[bookmark: _Toc1093809060]Error checking/Validation
Error checking should be performed on the input file. Marks that are above 100% should not be allowed for instance.
It would also be expected that a certain degree of checking is done on the estimated mark to ensure that it is within reasonable ranges.
The marks available in the markbook should also be validated in terms of if it is possible to create a reasonable estimate. For example, not too many marks missing, enough students/tasks in the markbook, marks are not varying too wildly.
[bookmark: _Toc2131098031]Processing
It is expected that the estimate would be based upon the distribution of marks from other students for that particular task.
It would then consider the marks that the student got in other assessment tasks and their rank in other assessment tasks to compute a trajectory for the student which will help in the estimate. Students can also make use of z-scores to analyse the volatility of the marks and give a confidence factor in their estimated mark.


[bookmark: _Hlk193181434]Using polynomial regression
Students can attempt to transform the existing low-code py solution from using linear regression to include polynomial regression. They will require these key changes:
1. Import Polynomial Features
from sklearn.preprocessing import PolynomialFeatures which allows you to create polynomial features from the input data.
Create Polynomial Features:
In the process_estimate function, after preparing tasks_base, you create polynomial features using:
poly = PolynomialFeatures(degree=2)
tasks_base_poly = poly.fit_transform(tasks_base)
This converts the input features into a format suitable for polynomial regression.
1. Fit the model:
The model is trained on the polynomial features:
model.fit(tasks_base_poly, marks_base)
Make predictions:
When predicting, you must also transform the input task into polynomial features:
task_poly = poly.transform([[task]])
mark_prediction = model.predict(task_poly)
Sample code is available in the Software Automation files folder of the Software Engineering channel in the TAS Statewide Staffroom.


Using logical regression
Students can attempt to transform the low-code py solution from using linear regression to using logistical regression: They will require these key changes:
1. Change the Linear Regression model to Logistic Regression.
The model is now LogisticRegression() instead of LinearRegression().
1. Adjust the target variable (marks) to be binary.
The target variable marksBase has been replaced with pass_fail_base, which contains binary values (1 for pass, 0 for fail) based on whether the marks are equal to or greater than 50.
1. Modify the prediction logic accordingly.
The process_estimate function now predicts whether the student will pass or fail for the specified task based on the logistic regression model.
1. Output function
The show_result function has been updated to display whether the student is predicted to ‘pass’ or ‘fail’.
Assuming that a mark of 50 or above indicates a ‘pass’ (1) and below 50 indicates a ‘fail’ (0). 


Extension: students attempt to modify the code so that it directly maps to existing training data when possible and predicts the value using linear regression when no exact values are known.
They combine previous techniques.
First check if the input value exists in the training data.
If it does return the corresponding output.
If it does not, use the linear regression model to predict the output.
1. Direct mapping with linear regression
In the process_estimate function, create a dictionary called existing_marks that maps each task number to the corresponding mark for the specified student.
Check if the requested task exists in existing_marks. If it does, return the exact mark from the training data.
1. Prediction for unknown tasks
If the task does not exist in the existing_marks dictionary, we use the linear regression model to predict the mark based on the training data.
1. Output formatting
The output format in show_result is updated to display the estimated mark to 2 decimal places for clarity.
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